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Abstract- The design of  online robots is a difficult task 
that must take into account multiple aspects like for  
example: (1) The System Architecture, (2) The User 
Interface, (3) Communications, (4) Time delay, (5) 
Limited Bandwidth, etc. Besides this, taking into account 
that the web permits multiple people to easily access a 
single system, methods for managing the control o f  a 
unique robot must be designed (e.g. off-line virtual 
interfaces, connecting several robots to the system, etc.). 

In this paper we present the system architecture that have 
been used in our laboratory to let users program remotely 
two educational and two industrial robots through the 
same web-based system. Experimental results show 
different alternatives to organize the architecture and 
focus on the system performance aspects. 

Keywords: Telemanipulation, TCP/IP distributed 
systems, Robotics TeleLabs, Remote Programming, and 
Education & Training. 

1 Introduction 
In octuber 2000 the UJI Online robot was connected to the 
web for research purposes. It consisted of an educational 
robot (Mentor), with three cameras that enabled a user to 
remotely control pick and place operations of objects 
located on a board. Experiments about object recognition, 
virtual reality, augmented reality, speech recognition, and 
telemanipulation were accomplished in order to enhance 
the way people interacted with the system. 

Since then, we realized the experience would be very 
interesting in the education and training domain. The first 
experience in education and training with students was 
performed in November 2001, were they programmed 
several pick and place operations on the virtual 
environment. This was very interesting for them because 
they obtained a more practical view of the Robotics 
subject, which until that moment was practiced in a more 
theoretical manner. After that, they did some 
manipulations using other online robots (e.g. Telegarden, 
Australia's Telerobot, etc.), letting them to compare 
different ways to design user interfaces for telerobotic 
systems. In November 2002 the second experience in 

education and training came up. Again, we provided the 
possibility to the students to program more sophisticated 
pick and place operations, using this time both, the off- 
line and the on-line robot. 

After that, we considered necessary to enhance the 
system in order to not only let students control the robot 
from a user interface, but also programming it by using 
any standard programming language. In April 2003 the 
UJI TeleLab project came up, which supposed the design 
of a Java library called "Experiments" that let students to 
program their own control algorithms from any computer 
connected to the internet and execute them over the real 
robot. Some pilot experiments were performed with 
researchers and students since then. The interest for the 
design of Internet-based Tele-Laboratories is increasing 
enormously, and this technique is still very new. A very 
good example of already existing experiments in this area 
can be found in [3]. At the same time, we were very 
concerned about extending the project to letting users to 
program not only one educational robot, but also several 
manipulators. In fact, at the moment of writing, the UJI 
TeleLab lets scientists and students program not only one 
educational robot from home, but also design algorithms 
for two industrial and two educational manipulators. 

2 Experimental Setup 
As appreciated in Figure l, we have 4 robots: 

(1) 

(2) 

2 educational Mentor robots (Figure 1 first row) 
where three cameras are presented: one taking 
images from the top of the scene, a second camera 
from the side, and a third camera from the front. 
The first camera is calibrated, and used as input to 
the automatic object recognition module and 3D- 
model construction. The other two cameras give 
different points of view to the user when a 
teleoperation mode is necessary in order to 
accomplish a difficult task (e.g. manipulating 
overlapped objects). 
1 industrial Adept One robot (see Figure 1 second 
row) operating on top of a conveyor belt. A static 
camera on top of the scenario provides a calibrated 
view of the objects. 
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(3) 1 industrial and redundant PAl0  manipulator (see mobile robot. 
Figure 1 third row) placed on top of a Nomadic 
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Figure 1. Experimental setup: Multirobot configuration 

Once the user gets an online connection to a robot, the 
manipulator goes to the initial position, so the whole scene 
information is accessible from the top camera (calibrated 
position). At that moment, the computer vision module 
calculates a set of  mathematical features that identify 
every object on the board [2]. Afterwards, the contour 
information is used in order to determine every stable 
grasp associated with each object [4], which is necessary 
for vision-based autonomous manipulation. This process is 
a must whether high level task specification from a user is 
required, and also in order to diminish network latency. 

Meanwhile, we shall use the output from these visual 
algorithms in order to construct a complete 3D model of  

the robot scenario (i.e. the objects and the robot arm). 
Thus, users will be able to interact with the model in a 
predictive manner, and then, once the operator confirms 
the task, the real robot will execute the action [ 1 ]. 

3 Multirobot Hw Architecture 

In previous projects, we have experimented different 
ways of  accessing a single robot by several remote users 
[1]. A possibility would be letting just one operator to 
have control on the real robot, while the others are 
programming an off-line virtual environment. As an 
alternative to this problem (i.e. having a unique robot and 
several users), a possible solution would be allowing 



access to more than one robot at the same time. In fact, in 
our laboratory we have two educational robots and two 
industrial ones that have been integrated into the system in 
order to allow scientists and students to program them 
remotely (see Figure 2). 

The user selects in the user interface the robot he/she 
wants to interact with. The result is having several 

operators that are using a maximum of four robots at the 
same time, while the others are experimenting with 
simulated off-line virtual environments. In any case, while 
somebody is performing a manipulation in any of the 
situations abovementioned, he/she could ask other people 
connected into the system to help (via chat) in a 
particularly difficult task. 

Clot Clot Clot Clot 

¢ ¢ ¢ ¢ 

Mitsub~i Server 
I I 

Mentor I Server 

iiiii::i*... '~i~ 
iii',i',ii#~i: 

. . . . . . . . . . . . . .  

Mentor II Server 

I r  

AdeptO~ Server 

II 
Figure 2. Multirobot HW architecture 

4 Multirobot Sw Architecture 

As we can see in Figure 3, the Tele-Lab accepts 
experiments (i.e. algorithms) as inputs using any 
programming language capable of managing TCP/IP 
sockets. We already provide a Java library for using the 
robot in a simply manner. 

The outputs of the experiments are returned to the user 
by means of the Tele-Laboratory "Client Side" user 
interface, which permits the operator to see the results of 
their programmed actions directly on a multimedia 
Java3D user interface. 

The client side applet launches the user interface that 
allows the user to interact with the remote robots. The 

connection of this applet with the server side (Servers 
Manager module) is performed through a unique 
connection via RMI (Java Remote Method Invocation 
API). It means every connection for every one of the 
robots is passing through this server. 

Of course, by having many robots connected to the 
system the Servers Manager would be a bottleneck. 
However, this configuration is very important for the 
synchronization of the robots' operations as well as for the 
specification of reliable multirobot tasks. The Servers 
Manager connects to the different robot servers by using 
the CORBA standard. It facilitates enormously the 
configuration and installation of the different server sides 
(robots' servers). 
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5 Results  

In this section different configurations of the 
architecture are presented. For every configuration we 
have performed 400 remote movements on the robot. 
Some experiments have been done by using TCP, UCP 
and RMI protocols. Performance details are given. 

5.1 Unique Client/Server IP (UCS_IP) 
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Figure 4. Unique Client/Server IP (UCS_IP) Software 
Architecture 

By looking at Figure 6 we can appreciate that the 
latency on campus for both, TCP and UDP protocols is 
convenient enough to perform teleoperation experiments. 

Although there are some robot movements that have 
invested almost 14 msecs on communicating with the 
server side, the average is less than one msecs. Moreover, 
by looking at Figure 7 can be seen that by teleoperating 
the robot from home (same city) using the TCP/IP 
approach is rapid enough for our purposes (less than 90 
msecs of average). 

5.2 TeleLab Experiment RMI (TE_RMI) 
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Figure 5. TeleLab Experiment RMI (TE_RMI) Software 
Architecture 

The second configuration consists of using the TeleLab 
feature in order for the students and scientists to program 



their own algorithms remotely. This means the experiment 
will connect first via TCP/IP on the local machine with the 
TeleLab user interface (Client Side), and then, once the 
operation is confirmed, the action is executed on the real 
robot via a RMI connection with the Servers Manager. 
Again, the Servers Manager connects via CORBA with the 
remote robot. 

It must be taken into account that once an operation is sent 
to the Client Side, this operation is executed virtually over 
the predictive interface, and then, once confirmed the 

14 .................................................................................................................................................................................................................. 

action by sending the command "confirm", this operation 
goes through the RMI and CORBA interfaces to move the 
real robot. It means this "predictive" configuration is very 
useful for students that are working off-line or just want to 
make sure on the virtual environment about the next robot 
movement. And of course, it supposes the time latency is 
increased a lot. In fact, the average for the experiments 
executed on campus is 2227 msecs, and for those working 
from home is 2439 msecs. 
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Figure 6. Graphical representation of the latency for the configuration Unique Client/Server IP (UCS_IP) on Campus,  
using both, the TCP and the UDP protocols 
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Figure 7. Graphical representation of the latency for the configuration Unique Client/Server IP (UCS_IP) in the same City, 
using both, the TCP and the UDP protocols 
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6 Conclusions 
The present paper has presented a pilot experiment with 
several telerobotic configurations that enable students and 
scientist take control of a robot remotely. The first 
configuration (UCS_IP) is the fastest one, and is the most 
convenient for traditional telerobotic applications. In fact 
the latencies shown in Table I justify this. 
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A v e r a g e  0 , 5 6  0 , 9 7  8 8 , 1 6 0  8 6 , 6 8  2 2 2 7  2 4 3 9  

Table I. Summary of the Time Latencies for every 
configuration experimented 

On the other hand, we have presented the Tele-Lab 
Multirobot Architecture (RE_RMI) that permits any 
student or scientist to not only control the robot from a 
user interface, but also allows him to control the 
manipulator from a Java program (remote programming). 
This second configuration is much more expensive 
because it requires a predictive display feature (requires 
confirmation of the command) and also is uses not only a 
TCP/IP protocol but three (TCP; RMI and CORBA). As a 
pilot experiment we consider the results obtained with the 
TeleLab configuration are good enough for several kinds 
of applications (e.g. Pick & Place experiments). By the 
other hand, performance should be improved a lot if more 
sophisticated experiments are going to be implemented in 
the future (i.e. Remote Visual Servoing). 
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