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CHAPTER 1
Introduction

Over the last decades, big efforts have been dedicated to the fabrication of
smaller and smaller technological devices. This miniaturization process has
led to structures with sizes in the nanometer scale (from few nanometers to
few hundred nanometers). A clear example is the size evolution of the silicon
transistors that integrate computer chips, decreasing from few micrometers
to around 10 nm in the last 50 years. The investigation of such small systems
has given rise to a relatively new area of research called nanotechnology,
which is remarkably multidisciplinary and of current interest. When charge
carriers (electrons and holes) are confined into systems with such length
scale, of the order of their de Broglie wavelength, they start obeying the laws
of quantum mechanics and a classical approach no longer holds. This fact is
a natural limitation for the traditional methods of device fabrication, but it
also offers fascinating novel physical properties that makes these structures
promising candidates for future applications in medicine, electronics, solar
cells and batteries, among others.[1]

In particular, nanoelectronic devices formed by low-dimensional semi-
conductor nanostructures have been intensively investigated and various
types of nanostructures have been developed. Based on the number of di-
mensions in which the carriers are confined, these can be classified into
quantum dots (QDs) (confined in all three spatial dimensions), quantum
wires (confined in two dimensions) and quantum wells (confined in only one
dimension). Each one of them presents different features, but this The-
sis will mainly focus on the study of zero-dimensional QDs. As a result
of the quantum confinement in these systems, their energy states form a
discrete energy spectrum, similar to that of atoms. Due to this analogous
behavior, QDs are also known as artificial atoms.[2] However, both systems
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2 Introduction

present important differences. Electrons in an atom are subject to the at-
tractive centrosymmetric Coulomb potential of the nuclei, while electrons
in a QD move freely inside the available space defined by the confining
potential. Additionally, the population of electrons inside a QD can be
controlled from zero up to tens or even hundreds, and this is not possible
working with atoms. This experimental tunability is an enormous advan-
tage for QDs compared to atoms, since it offers the possibility to modify
their electronic and optical properties through changes in size, shape and
composition. For example, the color of the light emitted by CdSe QDs can
be controlled by simply changing their size.[3] Bigger dots (radius of 5-6 nm)
emit longer wavelengths like red, while smaller dots (radius of 2-3 nm) emit
shorter wavelengths like green. This high tunability of properties is the
reason why QDs are suitable for a wide range of applications such as pho-
tovoltaic devices,[4] biosensors,[5] quantum computation,[6] light emitting
diodes (LEDs),[7] lasers, display technologies,[8, 9] etc.

Since the synthesis of the first quasi-zero-dimensional QDs in the late
1980s, the growth techniques have been greatly improved and nowadays it
is possible to obtain high-quality semiconductor QDs of many shapes, sizes
and materials.[10, 11] There is a wide variety of techniques for their pro-
duction but, for the sake of brevity, only the three main approaches will be
briefly discussed here. The first method of obtaining QDs was reported by
Reed et al. [12] in 1986, who produced square QDs with a side length of
250 nm by means of lithographic techniques. Starting from a structure of
quantum wells, where carriers are confined in one direction, small columns
are etched and, thus, their motion is further restricted in the in-plane direc-
tion. The main disadvantage of the etching technique is the defect formation
and contamination of the dots. A variant that circumvents this problem is
to laterally confine the carriers by patterning several electrodes over the
surface of the quantum well.[13–15] The QDs fabricated this way are flat
and can be created with almost arbitrary lateral shape. Their diameter is
of the order of 10-100 nm. Another synthesis technique is the growth of
self-organized QDs by the Stranski-Krastanov method.[16, 17] This process
consists in the epitaxial crystallization of one material on top of a layer of
another one (usually referred to as wetting layer) with significantly differ-
ent lattice constant. The first deposited monolayers are highly strained and,
when a critical thickness is exceeded, a breakdown takes place. This origi-
nates randomly distributed three-dimensional (3D) islands of regular shape
and size, usually known as self-assembled QDs. Their shape is typically
pyramids, truncated pyramids, flat lenses or rings with heights of the order
of 25 nm and base widths of 20 nm. The biggest advantage of this method
is its simplicity and the absence of edge defects. Lastly, it is also possible
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to fabricate QDs as colloidal semiconductor nanocrystals in glass dielectric
matrices.[18] The first example of this method was carried out by Ekimov
et al. [19], who created CuCl microcrystals in a solution of silicate glass.
Colloidal QDs are nearly spherical in shape with small radii in the range
of 1.2-10 nm. Such QDs can be further covered by a layer of another semi-
conductor material to form core-shell heterostructures that present altered
properties in comparison to the uncovered ones. In light of the above, it is
clear that the production method followed strongly determines the size and
shape of the dots and, in turn, their properties. As for the materials used,
typical dots are made of binary compounds of common zinc-blende (ZB) or
wurtzite (WZ) semiconductors (PbS, PbSe, CdS, CdSe, InAs, GaAs, InP,
GaN, InN and AlN) and their ternary and quaternary alloys. It is worth
noting that QDs of some of these materials (e.g., GaAs and GaN) have
been successfully synthesized in both crystal phases. Additionally, recent
works have reported the fabrication of polytype QDs in which both ZB and
WZ structures coexist within the same system.[20, 21] Moreover, since the
discovery of graphene,[22] purely two-dimensional (2D) materials have been
intensively studied and QDs made of graphene[23–25] and other related ma-
terials such as monoloyer transition metal dichalcogenides (TMDCs)[26–28]
have also been fabricated. As can be seen, the diversity of semiconductor
QDs is very rich and it is still growing.

In order to use QDs in real devices, a good understanding of their prop-
erties is needed from both experimental and theoretical points of view. As
mentioned above, the optical and electronic properties of these structures
are mainly governed by their shape, size and composition, i.e. by quantum
confinement effects. Nevertheless, other factors that are intrinsic to the
growth process, such as defects, impurities or crystal deformations to name
a few, may also play an important role in their final performances. There-
fore, it is crucial to identify and understand the phenomena that are relevant
for each individual case under study, which will depend on the particular
system and the application of interest. Then, based on this knowledge,
QDs could be designed in order to enhance or diminish specific features.
In addition to this, equally important is to have mechanisms to externally
control and manipulate the system behavior in a reversible way. This is
commonly done by switching on and off or changing the orientation of ex-
ternal electric and magnetic fields. Consequently, the effects of these fields
in the conduction band (CB) and valence band (VB) of QDs must be also
studied.

The aim of this Thesis is to theoretically investigate the electronic struc-
ture of semiconductor nanostructures. To this end, computational models
are built to properly describe the CB and the VB of nanoscopic systems
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subject to various relevant phenomena. Particularly, we focus on QDs of
different shape, dimensions, and composition to explore their behavior un-
der external fields and interactions with the environment. Typical QDs are
embedded into or grown on top of a different material, so that the lattice
mismatch at the interface originates strain and this strain, in turn, gives
rise to piezoelectricity. Here, the influence of these effects on the CB and
VB electronic structure is explored, paying special attention to the role
of the crystal phase, namely ZB, WZ or polytype crystal structure. Fur-
thermore, the relaxation of the spin degree of freedom confined in QDs is
also studied. Such spin scattering is mediated by the coupling of the spin
states with acoustic phonons of the surrounding medium via the deforma-
tion and the piezoelectric potential mechanisms. For the relaxation to take
place, the states involved in the transition need some spin admixture, which
is produced by the spin-orbit interaction (SOI) in our case. By including
all relevant sources of spin mixing (Rashba SOI (RSOI), Dresselhaus SOI
(DSOI), and the coupling of light-hole (lh) and heavy-hole (hh) subbands)
in a fully 3D model, it is shown that SOI is strongly anisotropic, which
also translates into anisotropic spin relaxation. Additionally, the behavior
of electrons and holes under externally applied fields is also investigated,
focusing on the possibility of inducing ground state transitions and the
emergence of the Aharonov-Bohm (AB) effect in quantum rings (QRs) as a
consequence of their doubly-connected topology. Another topology-related
effect is also analyzed in monolayer MoS2, a truly 2D system in which edge
states are formed owing to the marginal topological character of the MoS2

material.

In the succeeding chapters we present the theoretical methods and the
main findings of this Ph.D. Thesis together with a reasoned interpretation
of the results. The remainder of this dissertation is structured as follows:

In chapter 2 we introduce the theoretical formalism used to model the
electronic structure of the CB and the VB of semiconductor nanostruc-
tures.1 To be specific, the description of electrons and holes in such systems
is carried out by means of the k·p method within the effective mass approx-
imation (EMA) and the envelope function approximation (EFA). Briefly, it
consists in a semi-empirical continuum model based on perturbation theory
that provides good estimates of the low-energy properties at a relatively
low computational cost. The Hamiltonians employed to investigate struc-
tures made of ZB, WZ, and mixed crystal phases (polytypes) are presented.
Besides being computationally low demanding, k·p methods are also ad-

1We note that the details of very specific simulations will be given in the corresponding
chapters.
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vantageous because they allow to take into account many phenomena by
simply supplementing the base Hamiltonians with appropriate extra terms.
In this respect, the basic aspects and the explicit Hamiltonians describing
such phenomena are exposed, namely external electric and magnetic fields,
SOI, strain, and piezoelectricity. For the latter two, the corresponding fields
are calculated using the continuum theory of elasticity.

Chapter 3 is dedicated to study the effects of applying an external mag-
netic field in two different systems. First, the electronic structure of the
VB in axially-symmetric GaN/AlN cubic QDs is investigated. A position-
dependent six-band Hamiltonian in cylindrical coordinates is derived to ex-
plore the hole spin purity and the possibility of modulating the energy
spectrum via magnetic fields to cause inversions of the ground state. In
this way, optical properties such as light polarization could be easily tuned.
Second, the response of nanostructures in the multi-particle regime pierced
by axial magnetic fields is analyzed. In particular, the system considered is
a flat hexagonal QR defined as the cross-section of a multishell nanowire.
Remarkable signatures of the discrete geometry symmetry and of the cor-
relation are found in the AB oscillation patterns, which allow to justify
observations reported in recent magnetoconductance experiments.

In chapter 4 we describe the physics of the spin of carriers confined in
zero-dimensional structures with various shapes, dimensions and crystallo-
graphic orientations. Special attention is paid to the SOI and its role in
the spin relaxation of electrons and holes. Both RSOI and DSOI effects
are taken into account in a fully 3D model, going beyond the commonly
employed quasi-2D simplified description in which cubic DSOI terms are
disregarded. Indeed, the importance of including all three spatial dimen-
sions is confirmed in self-assembled dots and core-shell nanocrystals which
are clearly not flat. Also, the high anisotropic character of the spin relax-
ation is shown by varying the aspect ratio of the QDs and by rotating the
orientation of external magnetic fields. Such anisotropy leads to substan-
tial spin relaxation suppressions, offering the possibility to obtain long-lived
spins. Furthermore, for the VB the geometry regime at which the different
sources of spin mixing, i.e. SOI or lh-hh coupling, prevail is identified. In
addition, the intrinsic anisotropy of RSOI and DSOI is also demonstrated
by studying the magnitude of the spin anticrossings in the energy spectra.
All results are discussed in terms of the symmetry of the SOI Hamiltonians.

Chapter 5 deals with the influence of the environment on the properties
of semiconductor QDs. Specifically, we account for the strain and piezo-
electricity produced by the lattice mismatch between dot and surround-
ing materials. Interestingly, despite strain and piezoelectric fields can be
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undesirable for some applications, they offer the opportunity to fabricate
strain-engineered QDs with improved performance.[29, 30] Two systems
with different crystal structure are considered, core-shell WZ nanocrystals
and polytype QDs, in order to assess the role of the crystal phase in these
phenomena. It is known that the generated piezoelectric fields are usually
weak in ZB structures, but they turn out to be crucial in WZ and even more
in polytype systems, where spontaneous polarization is found to predomi-
nate. It is shown that the resulting polarization fields strongly affect the
electron-hole (e-h) spatial separation, thus enabling a substantial exciton
lifetime tunability.

Lastly, in chapter 6 we investigate atomically thin structures. In par-
ticular, the electronic structure of monolayer MoS2 nanoribbons and QDs
is analyzed. In such systems, states spatially localized near the edges and
with energies lying in the band gap emerge, which play an important role
in transport properties. The origin of these edge states is related to the
marginal topological character of the system Hamiltonian.

The contents of the present report are based on the publications in which
the author has contributed during the last four years. All of them have been
published in international peer-reviewed journals. A copy of the works listed
below can be found at the end of the present doctoral Thesis.
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CHAPTER 2
Theoretical framework

The aim of this chapter is to provide the theoretical background of the
methods used throughout this Thesis for the calculation of the QD elec-
tronic structure. A brief discussion of the general aspects of the methods is
presented here and whoever interested in further details is invited to consult
dedicated books.[31–33] Nevertheless, when extra information is required
for understanding a specific topic, this will be given in the corresponding
chapter.

The models typically employed to study QDs can be classified into two
categories: atomistic and continuum models. Atomistic models, e.g. empiri-
cal pseudopotential and tight-binding methods, take all atoms of the crystal
and their interactions explicitly into account in order to describe the behav-
ior of the system. These models are generally considered more accurate
because they are based on more fundamental principles, but have the dis-
advantage of being computationally expensive (typical QDs are composed
by 103-106 atoms) and the results are often hard to interpret. On the other
hand, continuum models treat the systems as an ensemble of material do-
mains whose properties are those of the bulk, thus ignoring the microscopic
details. Although less accurate, these simpler models yield good estimates
of the low-energy properties, offering more intuitive and computationally
less demanding results.

Particularly, the approach taken for this Ph.D. project is the k·p method
in the framework of the EMA and EFA. In spite of its simplicity, this con-
tinuum model has been successfully used to capture the main electronic and
optical features of QDs at a reasonable computational cost. Additionally,
it allows the implementation of phenomena such as externally applied fields
or strain in a straightforward way.

9



10 Chapter 2. Theoretical framework

2.1 The k·p method

The k·p method was originally developed in the 1950s for the calculation
of the band structure of bulk semiconductors and adapted to study het-
erostructures subsequently. It is a perturbative method that takes advan-
tage of the crystal symmetries to predict the band structure as a function
of only a few empirical parameters, which are obtained from experiments
or ab initio calculations.

2.1.1 General formulation of the k·p method

An electron moving in a crystal, i.e. in the periodic potential of the atomic
nuclei, is governed by the following Schrödinger equation including spin-
orbit:

(
p2

2m0
+

~
4m2

0c
2
p ·
(
σ ×∇Vcr(r)

)
+ Vcr(r)

)
ψ(r) = E ψ(r), (2.1)

where Vcr(r) = Vcr(r+R) is the periodic potential, p = −i~∇, m0 is the free
electron mass, c is the velocity of light in vacuum and σ stands for the vector
of Pauli spin matrices.1 Taking into account Bloch’s theorem, the wave
function of a particle in a periodic potential can be written as the product
of a plane wave, eikr, and a periodic function with the same periodicity as
the potential, unk(r) = unk(r + R). After substituting ψnk(r) = eikrunk(r)
into (2.1) and left multiplying by e−ikr one obtains

[
p2

2m0
+

~2k2

2m0
+

~
4m2

0c
2
p · (σ ×∇Vcr) +

~
m0

k · π + Vcr

]
unk = Enk unk

(2.2)
with

π = p +
~

4m2
0c

2
(σ ×∇Vcr). (2.3)

The second term of π, coming from the spin-orbit effect, has a small con-
tribution and will be disregarded hereafter, so that π = p.

Equation (2.2) is the basic formulation of the k·p method, whose name
comes from the appearance of the k · p factor2. It can be solved for a fixed
wave vector k = k0, yielding a complete and orthonormal set of eigenfunc-
tions unk0 . For simplicity, k = 0 is usually taken at the band extrema (the

1 The components of σ are σx = ( 0 1
1 0 ) , σy =

(
0 −i
i 0

)
, and σz =

(
1 0
0 −1

)
.

2 Note that k is a vector consisting of three real numbers with dimensions of inverse
length, while p is a vector of operators.
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Γ point in common semiconductors). Then, the band dispersion at finite
k can be calculated by means of perturbation theory. To this end, equa-
tion (2.2) is rewritten as the sum of the Hamiltonian for k = 0, H0, plus
the k-dependent terms as a perturbation, H ′k.
(

p2

2m0
+

~
4m2

0c
2
p · (σ ×∇Vcr) + Vcr

︸ ︷︷ ︸
H0

+
~2k2

2m0
+

~
m0

k · p
︸ ︷︷ ︸

H′k

)
unk = Enk unk

(2.4)

In practice, only a limited number of functions can be taken as basis
set. As a result, the validity of the results is restricted to a small area
in the vicinity of the Brillouin zone center. Nevertheless, the physics of
semiconductors is mostly governed by the carriers in the extrema of the
various energy bands and, thus, the k·p method suffices to capture their
main properties.

The choice of the bands included in the model depends on how isolated
the bands of interest are. Let us consider a situation where the investigated
band is far from the other bands. In such a case, unk is mainly determined by
un0 and a basis set consisting of only this function can be used. This is true,
as will become clear below, for the CB of most semiconductors. Applying
second order non-degenerate perturbation theory to (2.4), the expressions
for Enk and unk are obtained

Enk = En0 +
~2k2

2m0
+

~2

m2
0

∑

n′ 6=n

|〈un0 |k · p|un′0〉|2
En0 − En′0

(2.5)

and

unk = un0 +
~
m0

∑

n′ 6=n

〈un0 |k · p|un′0〉
En0 − En′0

un′0. (2.6)

Here, En0 and the so-called optical matrix elements Pnn′ = 〈un0 |k · p|un′0〉
are unknown parameters that need to be inferred from experiments. Equa-
tion (2.5) can be rewritten as

Enk = En0 +
~2k2

2m∗
(2.7)

where m∗ is known as the effective mass of the band. This modified mass
arises from the coupling of the considered band with other neighboring
bands via the k · p term and has the following form:

1

m∗
=

1

m0
+

2

m2
0k

2

∑

n′ 6=n

|〈un0 |k · p|un′0〉|2
En0 − En′0

. (2.8)
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The values of the effective masses are deduced from experimental data and
are tabulated for most materials. A comparison between equation (2.7) and
the Hamiltonian of a free electron show that both expressions are identical
except for the mass. Then, the motion of an electron in a crystal can be
seen as the motion of a free electron whose mass has been modified by the
action of the periodic potential. This one-band model showing a quadratic
dispersion relation is also known as EMA and, despite its simplicity, it has
been extensively used in literature with surprisingly good results in the
description of the CB.

Contrary to the previous example, when studying the VB the bands of
interest are commonly close in energy to other bands and they cannot be
treated independently. In such a case, multiband models are necessary and
the quasi-degenerate perturbation theory proposed by Löwdin [34] should be
used. The k·p interaction between the few adjacent bands is explicitly taken
into account, while the contribution from remote bands is introduced using
the Löwdin perturbation theory. This approach results in a N-dimensional
Hamiltonian containing additional terms of higher order in k, with N being
the number of bands included.

The separation between bands strongly depends on the material and its
crystal structure. So, the model employed has to be selected based on the
characteristics of the system under investigation. In sections 2.1.3 and 2.1.4
some typical cases will be discussed for ZB and WZ semiconductors. In
general, single-band models for the CB and four- or six-band models for the
VB are enough to obtain satisfactory results for most low-energy properties.

2.1.2 Envelope function approximation

The development of epitaxial growth techniques in the 1970s led to the
fabrication of the first heterostructures with atomically sharp interfaces. In
such systems, the carriers are confined due to the band misalignment of the
constituting materials, as represented in figure 2.1.

The breaking of the translational invariance at the interface prevents the
use of the k·p model in these nanostructures. Several alternative theories
have been suggested to overcome this problem but, among them, the ones
based on the EFA are especially relevant. Following Bastard’s formalism,[35]
the EFA assumes the interface to be abrupt, defect-free and without in-
terdiffusion effects, so that each domain can be taken as a perfect bulk
material. In addition, the materials are assumed to be perfectly matched
and to present the same crystal structure. The latter allows one to take
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Figure 2.1: Sketch of the band edge profile along the z direction in
a direct-gap heterostructure formed by two materials A and B. Band-
edge energies (εCB

0,A, εCB
0,B , εV B

0,A and εV B
0,B), band gaps (Eg,A and Eg,B)

and band offsets (V CB
bo and V V B

bo ) are indicated for both CB and VB.

the periodic parts of the Bloch functions to be the same in both materials,
uAnk = uBnk = unk. Then, the wave function can be expanded as

ψnk(r) =
∑

n

f (A,B)
n (r)unk0(r), (2.9)

where f
(A,B)
n (r) is fAn (r) or fBn (r) depending on the region. This function

varies slowly at the scale of the unit cell and it is usually referred to as
envelope function.

For simplicity, a basis consisting of one band is used hereafter. Similarly
to the derivation of the k·p method in the preceding section, equation (2.9)
can be substituted into the Schrödinger equation (2.1) without spin-orbit
and, after some algebraic manipulation3, one gets

[
− ~2

2m0
∇2 + ε0,A + Vbo(r)

]
f (A,B)
n (r) = E f (A,B)

n (r). (2.10)

Here, ε0,A is the band energy of material A at k = 0 and Vbo(r) is a step-like

function that takes Vbo(r ∈ A) = 0 in layer A and Vbo(r ∈ B) = V
(CB,V B)
bo in

layer B. Equation (2.10) is the second-order differential equation that gov-
erns the spatial behavior of the envelope function. This equation is solved
after taking into account the appropriate boundary conditions. Typically,
infinite barriers (V =∞) at the outer edges and the continuity of the wave
function derivative at the interface are imposed.

3 The details of the derivation have been omitted for brevity, but can be easily found
in books, e.g. see chapter 3 of Bastard’s book.[35]
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Just as the k·p method, this model can be further improved by pertur-
batively including the interaction with remote bands through the effective
mass and by using several bands as basis in a multiband model. A com-
parison between both methods shows that the EFA Hamiltonian can be
obtained from the k·p one by setting ~k→ −i~∇ and adding a few terms.
Hence, both models depend on the same set of parameters Pnn′ . Conse-
quently, due to the close similarity, EFA Hamiltonians are also known as
k·p-EFA models.

The-one band model presented above is the simplest description of a
heterostructure in which the presence of two materials is only taken into
account through the band offset. Nevertheless, in such systems the effective
mass m∗ and the other band parameters become position dependent, so that
k and m∗ do not commute. This fact complicates the choice of the boundary
condition at the interface. In fact, there has been much debate on the topic
and several effective mass matching conditions have been proposed.4

The simplest model is the one based on BenDaniel-Duke boundary condi-
tion.[36] It considers a single parabolic and isotropic band and obtains a new
Hamiltonian by changing the order of the differential operators in (2.10):

− ~2

2m∗
∇2 is replaced by − ~2

2
∇ 1

m∗(r)
∇. (2.11)

The new symmetrized Hamiltonian ensures the hermiticity and, thus, so-
lutions with real eigenvalues and orthogonal eigenfunctions. The boundary
condition is the continuity of fn(r) and 1

m∗(r)
dfn
dr at the interface. It is in-

teresting to notice that the effective mass mismatch leads to a discontinuity
in the derivative of the envelope function at the interface.

Similarly, the operator symmetrization approach has also been widely
used in the description of holes in heterostructures. In such a case, a generic
matrix element of a VB multiband model

H =
∑

ij

H(2)
ij kikj +

∑

i

H(1)
i ki +H(0) (2.12)

is rewritten for a variable mass system as

H =
∑

ij

kiH(2)
ij kj +

∑

i

(H(1)
i ki + kiH(1)

i ) +H(0). (2.13)

This reordering of the operators is, however, not strictly correct and may
produce unrealistic results in some cases. As a consequence, in this Thesis

4 A detailed discussion can be found in chapter 12 of Voon’s book[31]
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Figure 2.2: (a) Unit cell of ZB GaAs. Arsenic atoms are depicted
in gray and gallium atoms in purple. (b) Schematic band dispersion
of a ZB structure. The principal bands and their energy separations
at the Γ point are indicated. For finite k the valence band is split in
three subbands: hh, lh and split-off (so).

we follow the so-called Burt-Foreman model. Burt followed a completely
different approach compared to Bastard’s formalism. Instead of proposing
an heuristic Hamiltonian and then search for valid solutions, he derived an
exact envelope function theory from first-principles by first establishing con-
straints to the envelope function.[37–39] Later, Foreman used Burt’s theory
to derive an explicit multiband Hamiltonian and showed that this model
gives reasonable results in particular cases where a symmetrized version
of a conventional k·p model, namely the Luttinger-Kohn model, leads to
nonphysical solutions.[40, 41]

2.1.3 Hamiltonians for zinc-blende structures

ZB is, together with WZ, one of the most common crystal structures in
which binary semiconductors are grown. Examples are GaAs, InAs, CdTe
and AlSb, to name a few. The crystal lattice consists of a face-centered
cubic array of anions with cations occupying one half of the tetrahedral
holes as figure 2.2(a) illustrates. This structure lacks inversion symmetry
and corresponds to one of the piezoelectric crystal classes. Piezoelectric
effects in QDs will be discussed in section 2.4.2.

Figure 2.2(b) shows the typical band dispersion for direct band gap ZB
materials around the Γ point. Only four bands (eight with the spin degree
of freedom) are depicted because other remote bands are far in energy and
have negligible influence.
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On one hand, the band gap Eg of the semiconductors studied in this
Thesis is relatively large and allows the theoretical description of the CB in
terms of a single-band model. The Hamiltonian reads

H = −~2

2
∇ 1

m∗(r)
∇ + V (r) (2.14)

where a position-dependent effective mass m∗(r) is assumed and V (r) stands
for the confining potential.

On the other hand, a multiband model is necessary to study the top
of the VB. In the absence of spin-orbit the three valence subbands are
degenerate, but spin-orbit lifts this degeneracy even for k = 0. As shown in
Fig. 2.2(b), the so subband becomes separated from the other two by the
spin-orbit splitting ∆so. Then, depending on the magnitude of ∆so, a four-
or six-band model should be employed.

From a microscopic point of view, the electronic bands are formed due
to the hybridization of the valence s- and p-orbitals. In fact, the CB and
the VB are mainly made of s- and p-orbitals, respectively. Thus, the most
simple set of unperturbed basis functions are the Bloch functions: |S ↑〉,
|X ↑〉, |Y ↑〉, |Z ↑〉, |S ↓〉, |X ↓〉, |Y ↓〉 and |Z ↓〉. However, it is more
convenient to use a basis set made of a linear combination of the above
functions that is adapted to the total angular momentum. This new basis
set is5

∣∣∣∣
3

2
,+

3

2

〉
=

1√
2
|(X + i Y ) ↑〉 , (2.15a)

∣∣∣∣
3

2
,+

1

2

〉
=

1√
6
|(X + i Y ) ↓〉 −

√
2

3
|Z ↑〉 , (2.15b)

∣∣∣∣
3

2
,−1

2

〉
= − 1√

6
|(X − i Y ) ↑〉 −

√
2

3
|Z ↓〉 , (2.15c)

∣∣∣∣
3

2
,−3

2

〉
=

1√
2
|(X − i Y ) ↓〉 , (2.15d)

∣∣∣∣
1

2
,+

1

2

〉
=

1√
3
|(X + i Y ) ↓〉+

1√
3
|Z ↑〉 , (2.15e)

∣∣∣∣
1

2
,−1

2

〉
= − 1√

3
|(X − i Y ) ↑〉+

1√
3
|Z ↓〉 . (2.15f)

5The definition of the basis set is not unique and Hamiltonians reported in literature
may differ in the phase factors used. Here, we follow the standard basis generated with
the angular momentum ladder operators. This is that employed in Voon’s book.[31]
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Figure 2.3: (a) Hexagonal structure of a WZ crystal, e.g. GaN.
Gallium atoms are depicted in gray and nitrogen atoms in yellow. (b)
Drawing of the band dispersion of a typical WZ semiconductor with
∆cr > ∆0. Band gap Eg, crystal-field splitting ∆cr and spin-orbit
splitting ∆0 are indicated.

In this basis, the total angular momentum and it’s projection Jz become
diagonal in matrix representation.

Throughout the present dissertation, various multiband models are used
to investigate the valence band of QDs. The choice of a particular method
is based on the material, specifically the value of ∆so, and the particular
type of QD studied. In appendix A, all Hamiltonians used are collected
together for ease of reference. The four-band Luttinger-Kohn Hamiltonian
for constant mass calculations is given in appendix section A.1, and the
six-band variable-mass Burt-Foreman one in section A.2.

2.1.4 Hamiltonians for wurtzite structures

WZ is the other typical crystal structure for binary semiconductors. Among
the compounds that can take the WZ structure are CdS, CdSe, GaN, AlN,
etc. It is constructed from two interpenetrating hexagonal-close-packed lat-
tices, as represented in figure 2.3(a). WZ and ZB crystals are quite similar
since their structure differ only in the second-nearest neighbors. Neverthe-
less, this difference causes WZ to have lower symmetry and this, in turn,
results in two additional features compared to ZB materials: the emergence
of the crystal-field splitting ∆cr and spontaneous polarization (pyroelectric-
ity). The latter will be accounted for in section 2.4.2.
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Figure 2.3(b) displays the band structure of a common WZ semiconduc-
tor. Similarly to ZB, four spinless bands are taken into account to study
the properties of WZ QDs. However, this selection is not as clear as for ZB
because the separation of the CB lowest in energy from other conduction
bands is rather small for some WZ materials.[42] In spite of this, a single-
band parabolic Hamiltonian is used in the present Thesis due to the lack of
effective mass parameters describing such a coupling.

With respect to the VB, it can be seen that, unlike ZB, the three (spin
doubly degenerate) valence bands are split at k = 0. In the absence of
spin-orbit coupling, the hexagonal crystal field (∆cr) splits the p-like bands
into two degenerate subbands and the crystal-field split hole (ch) subband.
With the inclusion of spin-orbit coupling (∆0), the degenerate subband is
further split into the hh and the lh subbands. In some works, the hh, lh and
ch subbands are also referred to as A, B and C subbands, respectively. It is
interesting to notice that the order of the lh and ch shown in figure 2.3(b)
can be altered depending on the values of ∆cr and ∆0. Because of this, a
six-band model is commonly used in WZ simulations.

Contrary to ZB, the lower symmetry of WZ does not allow to find a
basis set that diagonalizes the Hamiltonian at k = 0. The basis of Bloch
functions considered here is[43]

|u1〉 = − 1√
2
|(X + i Y ) ↑〉, (2.16a)

|u2〉 =
1√
2
|(X − i Y ) ↑〉, (2.16b)

|u3〉 = |Z ↑〉, (2.16c)

|u4〉 =
1√
2
|(X − i Y ) ↓〉, (2.16d)

|u5〉 = − 1√
2
|(X + i Y ) ↓〉, (2.16e)

|u6〉 = |Z ↓〉. (2.16f)

Various authors have reported six-band models to study the WZ VB.[32,
43, 44] In this Thesis, a position-dependent Hamiltonian derived following
Burt-Foreman operator ordering is used.[45] The matrix representation can
be found in appendix A.2. This Hamiltonian depends on 6 mass parameters
A1−6 and three energy splittings ∆1−3, with ∆1 = ∆cr, and ∆2 and ∆3

being the spin-orbit matrix elements (∆2 = ∆3 = ∆so/3 in the so-called
quasi-cubic approximation).
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Figure 2.4: Crystal structures and their stacking sequence for (left)
ZB in the [111] direction and (right) WZ in the [0001] direction.
Reprinted with permission from [46]. Copyright 2012, AIP Publishing
LLC.

2.1.5 Hamiltonians for polytypes

As mentioned above, WZ and ZB crystals present close similarities. This
becomes evident when considering the ZB structure in the [111] direction
and comparing it to WZ [0001]. In figure 2.4, it can be seen that both
structures only differ in the stacking order of the layers: ABCABC for ZB
while ABABAB for WZ. As a result, polytypical nanostructures consisting
of ZB [111] and WZ [0001] phases of the same material have been suc-
cessfully fabricated.[20, 21] These systems present typical characteristics of
heterostructures formed by different materials because the band gap and
the parameters also depend on the crystalline phase.

The theoretical study of these systems requires a model able to describe
both crystal structures simultaneously. For the CB, this can be done by
simply considering a different effective mass for each region in a position-
dependent one-band Hamiltonian. For the VB, instead, this may seem a
complicate task in view of the six-band Hamiltonians proposed for both
structures in appendix A. However, Bir and Pikus realized in their book
(see page 328 in [32]) that a transformation of the ZB Hamiltonian to the
appropriate coordinate system6 yields a new Hamiltonian which is similar

6 In the new coordinate system, the z′-axis is along [111] direction and x′- and y′-axis
are along [112] and [110] directions, respectively. To perform this transformation, the
Hamiltonian is first rotated 45◦ along the z-axis and then 54.7◦ along the new y′-axis.
This rotation procedure is well described in [47].
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to the WZ one. This opens the possibility of constructing a general Hamil-
tonian for the whole system and then particularize it to the structure of
each region by considering the pertinent parameters.

In order to compare both Hamiltonians systematically the Bloch basis
functions of lower symmetry should be used, i.e. the basis set of WZ given in
2.16. In this basis, one gets a Hamiltonian for ZB that is formally identical
to the standard WZ one, equation (A.4), but now two extra terms emerge:

∆K = 2
√

2
~2

2m0
Azk−kz, (2.17a)

∆H =
~2

2m0
Azk

2
−. (2.17b)

These terms are zero for WZ (Az = 0) and allow the ZB Hamiltonian
to regain the original isotropic symmetry. In addition to this, the following
relations arise connecting the mass parameters and energy splittings of both
structures:

∆1 = 0, (2.18a)

∆2 = ∆3 = ∆so/3, (2.18b)

A1 = −γ1 − 4γ3, (2.18c)

A2 = −γ1 + 2γ3, (2.18d)

A3 = 6γ3, (2.18e)

A4 = −3γ3, (2.18f)

A5 = −γ2 − 2γ3, (2.18g)

A6 = −
√

2(2γ2 + γ3), (2.18h)

Az = γ2 − γ3. (2.18i)

Taking into account (2.18) reduces the number of independent parameters
from 9 in WZ to 4 in ZB, as expected from symmetry considerations.

The full six-band Hamiltonian derived to study polytypes can be con-
sulted in appendix A.3.1. It is worth noting that all diagonal elements are
over stabilized by ∆so/3 when using ZB parameters. Thus, equation (A.3.1)
must be corrected by subtracting this amount in the ZB region.

For simplicity, the above discussion has considered a situation with con-
stant mass. Nevertheless, since the parameters in the two phases are dif-
ferent, it is more appropriate to use a position-dependent Hamiltonian and,
thus, this is the model employed in all the polytype calculations of this The-
sis. Starting from the WZ variable-mass Hamiltonian, equation (A.4), and
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following the same procedure as before, a position-dependent Hamiltonian
for polytype systems is constructed. See appendix A.3.2 to consult its full
matrix form. As expected from Foreman [40], the resulting Hamiltonian
presents some extra coefficients compared to (A.5).

2.2 Externally applied fields

Particle energy levels are modified in the presence of external fields. This
paves the way for manipulating the properties of QDs and, thus, controlling
devices by external means.

2.2.1 Electric field

An external homogeneous electric field pulls electrons and holes towards op-
posite directions, leading to lower e-h overlaps and the suppression of exciton
recombination processes. In addition, it is also responsible for the quantum-
confined Stark effect, which generates a redshift of the emitted/absorbed
light.

Accounting for static electric fields F into k·p Hamiltonians is straight-
forward. An extra potential energy VF needs to be added to the confining
potential of the heterostructure

VF (r) = −eF · r (2.19)

where e is the particle charge, e = −1 for electrons and e = 1 for holes.

It is worth stressing that the presence of electric fields may also give
rise to other phenomena in nanostructures, e.g. the Rashba SOI (see sec-
tion 2.3.2).

2.2.2 Magnetic field

The application of magnetic fields to QDs originates shifts in the energy
spectrum and lifts of spin degeneracies. The latter phenomenon is known
as Zeeman effect and is the magnetic field analogous of the Stark effect.

The standard way of including a magnetic field B in the k·p-EFA for-
malism is via minimal coupling, i.e. by replacing the canonical momentum
p by the kinetic momentum −i~∇−eA and adding the Zeeman term to the
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Hamiltonian. Here, e is the particle charge and A is the vector potential
defining the magnetic field B = ∇×A. The choice of the vector potential
is not unique and it is common practice to use a different version based on
the symmetry of the problem.

In a one-band isotropic model describing the CB and with position-
dependent effective mass, the resulting Hamiltonian is as follows:

H =
1

2
(−i~∇− eA)

1

m∗(r)
(−i~∇− eA) + V (r) +

g∗

2
µB σ ·B (2.20)

The last term in (2.20) is the Zeeman splitting, where g∗ is the effective

Landé g-factor, µB = |e|~
2m0

the Bohr magneton and σ is a vector whose
components are the Pauli matrices.

As for the magnetic field implementation in multiband models, the mini-
mal coupling approach first used by Luttinger [48] has been widely employed
in literature, providing satisfactory results for many experimental evidences.
However, this model has been unable to describe some particular observa-
tions, such as the photoluminescence (PL) magnetoresonances in QRs under
axial magnetic fields.[49] In this regard, recent works have proposed a new
approach which outperforms the Luttinger approximation.[50, 51] It consists
in performing the same replacement, p→ −i~∇−eA, but now prior to ap-
plying the EFA. The Hamiltonian obtained, unlike the Luttinger model, has
no off-diagonal terms depending on B, thus reducing the coupling between
hole subbands.

We particularize this approach for a ZB constant mass system under
an axial magnetic field B = (0, 0, B0) defined by the vector potential A =
B0
2 (−y, x, 0). In this specific case, the six-band Hamiltonian supplementing

the zero-field one (A.2), presents the following diagonal elements:

HB
11 =− (γ1 + γ2)

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
− 3

2
κµBB0 (2.21a)

HB
22 =− (γ1 − γ2)

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
− 1

2
κµBB0 (2.21b)

HB
33 =− (γ1 − γ2)

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
+

1

2
κµBB0 (2.21c)

HB
44 =− (γ1 + γ2)

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
+

3

2
κµBB0 (2.21d)

HB
55 =− γ1

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
− 1

2
κ′ µBB0 (2.21e)
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HB
66 =− γ1

[
B2

0 (x2 + y2)

8
+
B0

2
(xpy − ypx)

]
+

1

2
κ′ µBB0 (2.21f)

with κ and κ′ standing for the hole effective g-factors and µB = |e|~
2m0

.

As can be seen in (2.20) and (2.21), the Zeeman energy splitting is
mainly determined by the value of the effective g-factor. In bulk systems,
the SOI causes the g-factor to deviate from the bare electron value g ≈ 2
and effective g-factors g∗ are inferred experimentally. In QD simulations
it is common to use these bulk effective g-factors, although some works
have pointed out the quenching of the SOI-induced deviation in QDs due
to confinement.[52] In this respect, van Bree et al. [53] suggest to disregard
the contribution from remote bands and simply consider the bare Landé
g-factors: g∗ = 2, κ = 4/3 and κ′ = 2/3.

2.3 Spin-orbit interaction (SOI)

In this section, we will present a theoretical description of the SOI effects
on the CB and the VB of ZB materials. The SOI in WZ semiconductors is
omitted here since in the present Thesis the spin dynamics of these crystal
structures is not investigated.

In atomic physics, the SOI is a well-known phenomenon originating from
the coupling of the electron spin to its orbital momentum via the electric
field generated by the nuclei. Similarly, the SOI in solids comes from the in-
teraction between the spin and the average electric field of the lattice nuclei.
The most relevant effect of SOI on the band structure of semiconductors is
the degeneracy breaking of the three topmost VB subbands. In particu-
lar, in cubic semiconductors such as ZB or diamond crystal structures this
causes the energy separation at the center of the Brillouin zone of the so
band from the lh and hh ones, which remain degenerate. In addition to
this, SOI is also responsible for the spin splitting of the bands in materials
lacking inversion symmetry, e.g. ZB semiconductors, even in the absence
of a magnetic field. As a result, the CB and the three VB are no longer
doubly spin-degenerate. The latter effect is, however, relatively small and it
does not significantly affect most electronic properties, thus justifying not
including it in many studies. Nonetheless, it may play an important role
when investigating the properties of the spin degree of freedom,[54–56] such
as the spin dynamics we will deal with in chapter 4.

The models discussed in the previous sections take into account the
band splitting of the VB through the SOI term in H0, equation (2.4), but
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ignore the spin-orbit-induced spin splitting. In order to include this effect,
the Hamiltonians need to be supplemented by extra terms coming from
the SOI contribution in equation (2.3) that was initially disregarded. The
expressions of these additional terms can be obtained by using both the
theory of invariants or perturbation theory up to third or fourth order.
For the sake of brevity, their derivation will not be presented here, but we
invite the interested reader to consult Winkler’s book [33] for a detailed
presentation.

Next, we will briefly discuss the origin and introduce the Hamiltonians
of the two main spin-orbit sources of spin splitting in ZB materials: DSOI
and RSOI.

2.3.1 Dresselhaus SOI

The DSOI is an intrinsic property of some materials resulting from the
absence of an inversion center in its crystal structure.[57] In such a case, the
microscopic electric fields generated by the lattice atoms do not cancel each
other, thus originating a net contribution to the SOI. This phenomenon is
also known as bulk inversion asymmetry (BIA).

For the CB, there are no terms up to second order in k, so that the
cubic contributions are the lowest-order terms that characterize DSOI. The
corresponding Hamiltonian for electrons reads:[33]

HCB
BIA = bCB41

[
σxkx

(
k2z − k2y

)
+ σyky

(
k2x − k2z

)
+ σzkz

(
k2y − k2x

)]
, (2.22)

where bCB41 is a material-dependent parameter.

On the other hand, the contribution of DSOI in the VB includes linear-
and third-order-in-k terms and is given by:[33]

HV B
BIA =

2√
3
Ck
[
kx {Jx, J2

y − J2
z }+ cp

]

+ bV B41

[
{kx, k2y − k2z} Jx + cp

]

+ b42
[
{kx, k2y − k2z} J3

x + cp
]

(2.23)

+ b51
[
{kx, k2y + k2z} {Jx, J2

y − J2
z }+ cp

]

+ b52
[
k3x {Jx, J2

y − J2
z }+ cp

]
,

with Ck, b
V B
41 , b42, b51 and b52 being material-dependent coefficients, cp

standing for cyclic permutations of the preceding terms, and {A,B} =
1
2(AB +BA).

The matrix form of Hamiltonians (2.22) and (2.23) can be found in
appendix B.1.
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2.3.2 Rashba SOI

Besides the bulk inversion asymmetry, a spin splitting can also be produced
by the structure asymmetry generated by the confining potential of the
heterostructure itself and/or an externally applied electric field.[58] Con-
sequently, this effect is also referred to as structure inversion asymmetry
(SIA). Unlike DSOI, RSOI is a combined effect of the microscopic electric
fields of the nuclei and the macroscopic external field felt by the system.
Both of them must be present in order to have RSOI.

The Hamiltonian for the CB is linear in k and presents the following
form:

HCB
SIA = r41σ · (k× F). (2.24)

Here, r41 is a material-specific prefactor and F is an external electric field.
Equation (2.24) points out that the magnitude of RSOI is proportional to
both r41, which is determined by the microscopic details of the lattice, and
the macroscopic field. This fact is very important because it allows to tune
the strength of this effect by changing the intensity of F. The explicit matrix
representation of (2.24) is given in appendix B.2.

As for the VB, the RSOI contribution has been disregarded in all sim-
ulations included in this dissertation since it is less efficient than DSOI for
moderate electric fields. This has been checked by carrying out a series of
preliminary calculations for the particular systems investigated.

2.4 Strain and polarization fields

Heterostructures composed of various semiconductors, e.g. self-assembled
QDs and core-shell nanocrystals, may present crystal deformations at the
heterointerface originating from the lattice mismatch of the constituent ma-
terials. The resulting displacement of the lattice nuclei from their original
equilibrium positions generates strain fields which, in turn, produce changes
in the band structure of the system. Additionally, in non-centrosymmetric
crystal structures such as ZB and WZ, these strain fields lead to a piezoelec-
tric polarization that also affects the QD electronic and optical properties.

In this section, the theoretical framework for the calculation of strain
and polarization fields is presented for both ZB and WZ structures. Next,
we explain how these effects are accounted for within k·p formalism.
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2.4.1 Strain

Strain fields can be calculated using the continuum theory of elasticity es-
tablished by Cauchy and Poisson in the 1820s.[59] The strain tensor εij(r)
arising from the displacement field u(r) is defined by

εij(r) =
1

2

(
∂ui(r)

∂xj
+
∂uj(r)

∂xi

)
. (2.25)

This strain can be related to the stress forces by using the generalized
Hooke’s law

σij(r) = Cijkl εkl(r), (2.26)

where σij denotes the stress tensor and Cijkl is the four-rank stiffness ten-
sor.7 The number of independent constants in Cijkl is determined by the
symmetry of the crystal structure. The volumetric elastic energy of the
system is formulated as a function of these tensors as follows:[60]

U =
1

2
σij εij =

1

2
Cijkl εij εkl. (2.27)

In practice, the system is initially considered as the matrix material
not strained and the QD compressed/expanded by an initial strain that is
estimated from the lattice constants of the materials. Then, the system is
allowed to relax to the equilibrium state and the strain and displacement
fields are calculated by minimizing the elastic energy.

Strain in [001]-grown ZB structures

In cubic materials as ZB, strain is isotropic and the initial strain of the QD
is calculated as

ε0xx = ε0yy = ε0zz =

(
aQD − am

am

)
(2.28)

with am and aQD denoting the lattice parameter of the matrix and the
QD materials, respectively. Here, ε0 > 0 indicates expansion and ε0 < 0
compression of the QD.

Due to the high symmetry of cubic crystals only three elastic constants
are independent. The stiffness tensor in Voigt notation (Cxxxx = C11,

7Note that there is an implied sum over repeated indices (Einstein summation nota-
tion).
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Cxxyy = C12, and Cxyxy = C44) is as follows: [61]

CZB =




C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44



. (2.29)

Substituting (2.29) into (2.27) one obtains the expression to compute
the strain energy of cubic structures. It reads

UZB =
1

2

[
C11

(
ε2xx + ε2yy + ε2zz

)
+ 2C12 (εxxεyy + εxxεzz + εyyεzz)

+ 4C44

(
ε2xy + ε2xz + ε2yz

) ]
.

(2.30)

Strain in [0001]-grown WZ structures

WZ crystal structure is anisotropic and the unit cell is defined by two lattice
constants: one in the z direction (c) and the other in the in-plane direction
(a). Therefore, the initial strain will also depend on the direction, being

ε0xx = ε0yy =

(
aQD − am

am

)
and ε0zz =

(
cQD − cm

cm

)
, (2.31)

where aQD and cQD are the lattice parameters of the QD, and am and cm
are the ones of the matrix material.

WZ structures have lower symmetry and five different constants are
required to define the stiffness tensor[61]

CWZ =




C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C66



. (2.32)

Here, Cxxxx = C11, Cxxyy = C12, Czzzz = C33, Cxxzz = C13, Cxyxy = C44,
and C66 = 1

2 (C11 − C12).
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Finally, the elastic energy in strained WZ systems is given by

UWZ =
1

2

[
C11

(
ε2xx + ε2yy

)
+ C33ε

2
zz + 2C12εxxεyy + 2C13εzz (εxx + εyy)

+ 4C44

(
ε2xz + ε2yz

)
+ 2 (C11 − C12) ε

2
xy

]
.

(2.33)

2.4.2 Piezoelectric polarization

The application of an external strain causes the displacement of the charged
atomic nuclei from their original positions in the crystal. In semiconductor
materials lacking a center of inversion this displacement produces an electric
polarization. The magnitude of such polarization is, neglecting higher-order
contributions, proportional to the strain field as:

Pi(r) = eijk εjk(r), (2.34)

with eijk being the piezoelectric tensor.

The charge density ρ(r) arising from the polarization P(r) is given by

ρ(r) = −∇ ·P(r). (2.35)

Then, the corresponding electrostatic potential φpz(r) generated by ρ(r) is
obtained by solving Poisson’s equation

ε0∇ [εr(r) · ∇φpz(r)] = −4πρ(r), (2.36)

where ε0 is the dielectric constant in vacuum and εr is the material-dependent
dielectric tensor.

Piezoelectric polarization in [001]-grown ZB structures

For ZB crystals, only one independent coefficient does not vanish in the
piezoelectric tensor eijk. It reads

eZB =




0 0 0 e14 0 0
0 0 0 0 e14 0
0 0 0 0 0 e14


 , (2.37)

and the resulting polarization after applying equation (2.34) is

P(r) = e14



εyz
εxz
εxy


 . (2.38)
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Piezoelectric polarization in [0001]-grown WZ structures

The piezoelectric tensor for WZ semiconductors depends on three non-
vanishing coefficients:

eWZ =




0 0 0 0 e15 0
0 0 0 e15 0 0
e31 e31 e33 0 0 0


 . (2.39)

In contrast to cubic ZB systems, WZ materials present an additional
contribution to the total polarization, the so-called spontaneous polarization
or pyroelectricity. It is present even without strain and originates from
the inversion symmetry breaking along the c axis in the WZ lattice.[62]
The spontaneous polarization in WZ systems is a constant vector in the z
direction, Psp = (0, 0, Psp), where Psp is material dependent. Therefore, the
total polarization P(r) coming from both contributions is given by

P(r) = Ppz(r) + Psp(r) =




e15εxz
e15εyz

e31(εxx + εyy) + e33εzz + Psp


 . (2.40)

2.4.3 k·p Hamiltonians including strain and polarization fields

As stated before, strain and polarization fields modify the energy band
structure and, thus, these effects need to be incorporated into the k·p models
discussed in previous sections.

With this aim in mind, we follow the approach taken by Bir and Pikus
[32] who used group theory to calculate the strain effects on the band struc-
ture by employing deformation potentials.8 Since the strain considered here
is small, it may be treated as a perturbation. The additional Hamiltonian
accounting for the strain contributions is derived up to first-order pertur-
bation theory.

The resulting strain Hamiltonians Hε using this procedure have the same
form as their k·p Hamiltonians counterparts, but replacing kikj by εij and
the corresponding mass parameters by deformation potentials. This can
be understood taking into account that the strain tensor is symmetric and,
thus, its transformation properties are identical to kikj . The explicit form

8 Deformation potential theory was originally formulated by Bardeen and Shockley
[63] and then generalized by Herring and Vogt [64].
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of the CB and VB strain Hamiltonians for both ZB and WZ structures are
collected in appendix C.

On the other hand, the implementation of the piezoelectric potential
φpz(r) generated by the charge polarization is straightforward as it enters
the Hamiltonian as a diagonal term.

Hpz = e φpz(r) I, (2.41)

with I denoting the identity matrix and e the particle charge.



CHAPTER 3
Magnetic field effects in
semiconductor structures

Zero-dimensional semiconductor nanostructures are systems with appealing
optical and electronic properties for many applications. In most semicon-
ductors, these properties are governed by the band-edge energies at the Γ
point. The application of external fields modifies the system band structure,
thus offering an easy way to manipulate the QD features.

In general, particles in QDs have lighter effective masses and are subject
to weaker confinements compared to atoms. As a consequence, the effect
of a magnetic field in these systems is much stronger and may exceed the
confinement energies, resulting in the emergence of new effects not present
in atoms for the magnetic field intensities accessible in the laboratory. This
opens the possibility of externally controlling QDs by means of magnetic
fields. To that end, this topic has been the subject of intense research
during the last decades.[10, 65]

Furthermore, magnetic fields are also responsible for the manifestation
of the AB effect, which was predicted by Aharonov and Bohm [66] in 1959.
They showed that, contrary to classical mechanics, charged particles are af-
fected by potentials even in the regions where all fields vanish. This was soon
confirmed in the laboratory by interference experiments.[67] In the 1980s,
the progress on the fabrication and detection techniques allowed the obser-
vation of such phenomenon also in nanoscale ring structures, thus raising
anew the old AB effect. These nanostructures are doubly-connected quan-
tum systems, usually called QRs, that show distinct properties compared
to QDs, a singly-connected structure. Since then, much effort has been
dedicated to understand the implications of the AB effect in QRs.[68, 69]

31
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This chapter reviews three papers1 focusing on the behavior of two differ-
ent systems under an externally applied magnetic field. First, the electronic
structure of GaN/AlN QDs with ZB crystal structure and its dependence on
the magnetic field is studied. In particular, we pay special attention to fac-
tors influencing the spin mixing of the hole states and the circumstances that
may lead to ground state transitions. The second half of this chapter deals
with the AB effect in hexagonal core-shell systems. The AB periodic oscilla-
tions of the electron energy spectrum for single- and few-electron hexagonal
QRs are investigated. We compare the results with the well-known case or
circular QRs to emphasize the consequences of the symmetry lowering of
the confinement potential.

3.1 Magnetic-field modulation of the hole ground
state in cubic GaN/AlN QDs

GaN/AlN QDs present good properties for optoelectronic applications ow-
ing to the direct wide band gap of GaN and AlN (3.5 and 6.25 eV,[70] respec-
tively) that has led to successfully use them in blue lasers and LEDs.[71, 72]
Furthermore, these structures show strong particle confinement due to their
large band offsets and large effective masses, and also weak SOI.[73] The
former allows to use them at high temperatures, while the latter makes them
promising candidates for spintronic applications.

Nitrides semiconductors are commonly grown in WZ phase, but under
certain conditions cubic ZB GaN/AlN QDs can also be fabricated. The
symmetry of hexagonal crystals originates strong piezoelectric and spon-
taneous polarization fields of several MV/cm in WZ heterostructures,[73]
which heavily quenches the spin relaxation times. However, these built-in
fields are negligible in ZB systems and much longer relaxation times are
expected. Indeed, Lagarde et al. [74] studied the exciton spin dynamics of
self-assembled GaN/AlN ZB QDs and showed that the linear polarization
persists up to room temperature and the spin relaxation times (exceeding
10 ns) are two or three orders of magnitude longer than in WZ phase.

Both optical polarization and exciton spin dynamics are governed by
the VB mixing.[43, 75, 76] In GaN, the admixture between the topmost
valence subbands is expected to be important since the SOI is weak (the
spin-orbit splitting ∆0 is only 17 meV [70]) and the so subband is close in

1The full version of them can be found in pages 155, 163 and 169 of the present
dissertation.
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energy to the lh and hh ones. Nevertheless, confinement and magnetic fields
are known to modify the band edge energies, so that VB mixing in QDs is
surely also affected by these factors and calculations are required to assess
their influence.

The system investigated is a self-assembled cubic GaN/AlN QD with
cylindrical shape. The dependence of the VB mixing on the QD size and on
an axial magnetic field are studied. In order to do that, taking into account
that the mass parameters of GaN and AlN are quite different and their spin-
orbit splitting ∆0 small, a six-band position-dependent Hamiltonian is used.
The explicit form of this Hamiltonian can be found in appendix A.1.2. Since
the system studied has axial symmetry, such Hamiltonian can be simplified
by using cylindrical coordinates instead of Cartesian ones. In addition, the
axial approximation γ̃ = 1

2(γ2 + γ3)[77, 78] is applied, so that the Hamil-
tonian becomes cylindrically symmetric and the problem can be reduced
to two-dimensions by analytically integrating the angular coordinate. In
axially symmetric systems the total angular momentum, Fz = mz + Jz, is
well defined and the states can be labeled by their Fz. Here, mz and Jz
are the envelope and Bloch angular momentum, respectively. The resulting
Hamiltonian HZB

BF (Fz) in cylindrical coordinates is shown in appendix A.1.3.

Additionally, an uniform magnetic field applied along the [001] direc-
tion, B = (0, 0, B0), is included by carrying out the replacement of the
canonical momentum by the kinetic one before applying the EFA, following
reference [50]. Such magnetic field is described by the vector potential in
the symmetric gauge A = B0

2 (−y, x, 0). The total Hamiltonian reads

H(Fz) = HZB
BF +HB + V (ρ, z) I, (3.1)

with ρ being the radius coordinate and I the identity matrix. HB is the
Hamiltonian including the magnetic field contributions. It has the following
nonzero elements:

HB
11 =− (γ1 + γ2)

[
B2

0 ρ
2

8
+
B0

(
Fz − 1

2

)

2

]
(3.2a)

HB
22 =− (γ1 − γ2)

[
B2

0 ρ
2

8
+
B0

(
Fz − 1

6

)

2

]
(3.2b)

HB
33 =− (γ1 − γ2)

[
B2

0 ρ
2

8
+
B0

(
Fz + 1

6

)

2

]
(3.2c)

HB
44 =− (γ1 + γ2)

[
B2

0 ρ
2

8
+
B0

(
Fz + 1

2

)

2

]
(3.2d)

HB
55 =− γ1

[
B2

0 ρ
2

8
+
B0

(
Fz + 1

6

)

2

]
(3.2e)
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Figure 3.1: Composition of the minor hole subbands as a function of
(a) the QD radius (fixed height H = 1.5 nm) and (b) the QD height
(fixed radius R = 6 nm). In both panels, solid lines correspond to
GaN/AlN QDs and dashed lines correspond to InGaAs/GaAs QDs.

HB
66 =− γ1

[
B2

0 ρ
2

8
+
B0

(
Fz − 1

6

)

2

]
(3.2f)

HB
25 =HB

52 = −γ2
B0

3
(3.2g)

HB
36 =HB

63 = γ2
B0

3
(3.2h)

Please note that (3.2) differ from (2.21) because the spin Zeeman splitting
is disregarded here.

All simulations are carried out by numerically integrating (3.1). Both
GaN/AlN and InGaAs/GaAs QDs are considered for comparison and the
corresponding material parameters can be consulted in the published paper
(see page 155).

3.1.1 Effect of the aspect ratio

First, we perform calculations for both materials varying the aspect ratio
of the dots. Preliminary calculations for a typical-size QD (R = 6nm and
H = 1.5nm [74, 79]) show that the hole ground state has Fz = ±3/2
symmetry and a major contribution of the |hh+〉 component. In order to
analyze the VB mixing, the relative weight of each component within the

spinor is calculated as ci = 〈f (i)|f (i)〉∑6
j=1〈f (j)|f (j)〉

, and the results for the minor

components represented in figure 3.1. Solid lines are used for GaN/AlN
QDs and dashed lines for InGaAs/GaAs QDs.
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Table 3.1: Effective masses of hh, lh and so (times m0)

mz
hh mz

lh m⊥hh m⊥lh mso

GaN 0.85 0.24 0.29 0.52 0.37
InGaAs 0.38 0.05 0.07 0.15 0.09

Two series of calculations are carried out: one varying the QD radius
and the other varying the QD height. On one hand, figure 3.1(a) shows the
results for variable radius and fixed height H = 1.5 nm. It can be seen that
the weight of the minor components decreases with R for both materials.
On the other hand, the variation of the minor components contribution as
a function of the QD height (R = 6 nm) is depicted in figure 3.1(b). The
behavior is now opposite and the weight increases with H.

These results can be understood taking into account the effective masses
of the bands along the z ([001] axis) and the lateral directions. The concrete
values are summarized in table 3.1. In QDs with vertical confinement much
stronger than the horizontal one, such as the ones considered in figure 3.1(a)
and figure 3.1(b) at smaller H, the lateral confinement can be disregarded.
Since the kinetic energy in the z direction is larger for the lh and so bands
(mz

hh > mz
lh), their energy separation from the hh ground state increases

for smaller H and their coupling weakens. Consequently, lh and so compo-
nents are less important the smaller the aspect ratio (H/2R) is, as shown
in figure 3.1(a). Contrarily, as H increases the lateral confinement becomes
more important and the weight of the lh band raises (m⊥hh < m⊥lh). In fact,
in high enough QDs a ground state transition from Fz = ±3/2 symmetry
to Fz = ±1/2 symmetry takes place. This is the situation in figure 3.1(b),
where the curves have been truncated at the transition points. Now the
ground state has dominant lh character and can be used to emit strongly
linearly polarized light.[80]

It is also worth stressing the overall high spin purity obtained for both
materials. This can be attributed to the fact that |hh+〉 is the only com-
ponent of the Fz = 3/2 ground state whose envelope function has angular
momentum mz = 0, what stabilizes this component. In addition, a direct
comparison between both materials in figure 3.1 reveals the smaller spin
admixture for GaN/AlN. This high spin purity is in contrast to the ini-
tial predictions based on the much heavier effective masses and the smaller
bulk spin-orbit splitting of GaN. It is, however, consistent with the long
spin relaxation times observed in reference [74]. This surprising behavior
can be explained considering the coupling terms in Hamiltonian A.3. For
example, many of these terms are proportional to γ̃ and this parameter is
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much smaller in GaN, γ̃GaN = 0.925, than in InGaAs, γ̃InGaAs = 4.51, thus
justifying the smaller VB mixing.

3.1.2 Magnetic field modulation

Typical QDs have an aspect ratio of about 1/8 [79] and present a ground
state with Fz = ±3/2 symmetry that is relatively far in energy from other
states. This fact, together with the large effective masses of GaN, impedes
the manipulation of the electronic structure via magnetic fields. Neverthe-
less, the energy of the lh and hh bands is similar in dots with aspect ratio
close to 1, so controlling the character of the hole ground state by using
moderate magnetic fields should be possible in such dots.

Figure 3.2: Magnetic-field-induced energy splitting of the lowest-
lying hole states in a GaN/AlN QD with aspect ratio ≈ 1. The arrow
indicates the ground state transition point, B0 ≈ 0.6 T.

Figure 3.2 illustrates the orbital Zeeman splitting of the topmost VB
states in a GaN/AlN QD with aspect ratio approximately 1. Blue dashed
lines correspond to Fz = ±1/2 states and red solid lines correspond to
Fz = ±3/2 states, which present a major contribution of |lh〉 and |hh〉
components, respectively. In the absence of a magnetic field the states
are degenerate, but for finite B0 the degeneracy is broken and the states
split. The magnitude of the splitting is proportional to the coefficients of
the linear-in-B terms in equation (3.2): (γ1 + γ2)/2 for |hh±〉 and (γ1 −
γ2)/6 for |lh±〉. Then, the splitting of |hh+〉 is larger and the ground state
undergoes a transition from Fz = +1/2 to Fz = +3/2 at B0 ≈ 0.6 T2. As

2Note that hole states have negative energies.
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a consequence, because Fz = +1/2 and Fz = +3/2 yield different optical
polarizations, these results show that external magnetic fields can be used
to modify the optical response of GaN/AlN QDs.

3.2 Aharonov-Bohm effect in systems with hexag-
onal symmetry

Nanowires are one-dimensional (1D) nanostructures in which carriers are
confined laterally but move freely along the growth direction. Most nanowires
made of III-V semiconductors present an hexagonal section when their diam-
eter is less than 400 nm.[81–85] Taking this structure as starting point, core-
multishell nanowires can be obtained after a few overcoating processes.[86,
87] Here, the electron motion can be further restricted in the radial direc-
tion by choosing the appropriate material sequence. Figure 3.3 shows an
example of a multishell nanowire cross section in which a potential well is
created by the misalignment of the CBs of the constituent materials. The
electrons in the nanowire are then confined into a hexagonal prismatic tube
surrounding the core. In addition, confinement in the growth direction can
also be generated by cutting the nanowires or by modulating the materials
in this direction, thus yielding hexagonal flat QRs.[88, 89]

Figure 3.3: Drawing of a core-multishell nanowire cross section. Free
electrons are confined into the hexagonal ring (green region). The
band-edge profile showing the square-well-type confinement potential
is indicated, as well as some geometry parameters.

Recent publications have shown that electrons in hexagonal QRs are
not homogeneously distributed over the entire structure. They are mainly
localized at the corners of the ring, giving rise to quasi-1D channels in the
nanowires.[90, 91] Furthermore, in multi-particle systems the degree of lo-
calization is further enhanced as the number of electrons increases up to
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six.[92] This is a consequence of many-particle interactions, demonstrating
the important role of correlation in these systems. The charge inhomo-
geneous localization constitutes a remarkable difference in comparison to
circularly-symmetric systems which, in turn, may also result in distinct be-
havior and properties.

It is well established that when a magnetic field is axially applied to a
ring or a tubular system the AB effect emerges. It manifests itself in the elec-
tronic spectra, magnetization, optical and transport properties of QRs.[69]
For instance, the single-electron energy spectrum of a circular QRs shows
an integer and periodic AB oscillation pattern.[93, 94] In nanowires, AB-like
oscillations have also been observed in magnetotransport experiments per-
formed on radial heterostructures.[95–97] Most theoretical works studying
AB-related effects have considered systems with axial symmetry, but little
is known about the implications of a symmetry lowering.

The aim of this section is to investigate the response of correlated hexag-
onal structures to an external axial magnetic field. In particular, we study
AB-derived properties, e.g. ground-state energy and magnetoconductance
oscillations, in single- and few-electron hexagonal QRs and core-multishell
nanowires. The results are compared with the ones of their circular coun-
terparts to explore the role of the hexagonal symmetry.

3.2.1 AB effect in hexagonal quantum rings

We first consider a flat hexagonal QR similar to that represented in figure 3.3
with L = 66.5 nm, h1 = 13.5 nm and h2 = 6.8 nm. The materials are GaAs
for the ring and AlAs for the core and the outer shell. All parameters,
namely effective masses, CB offset and dielectric constants, are taken from
reference [92]. We carry out calculations of the low-energy spectrum for N
interacting electrons, from N = 1 up to N = 7, in the low-density regime.

Single-particle energy spectrum

The position-dependent effective Hamiltonian describing a single electron
under an external magnetic field reads

Hsp =
1

2
(p + A)

1

m∗(r)
(p + A) + V(r) (3.3)

where m∗ is the isotropic effective mass and A = B
2 (−y, x, 0) is the vector

potential defining the magnetic field along the axial direction. Equation
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(3.3) is numerically solved following the finite element method over a uni-
form, triangular mesh. A grid with the same symmetry of the system is
used to guarantee high accuracy, specially in the description of the bound-
ary conditions, and to avoid artificial asymmetries in the discretization.

Figure 3.4: Single-electron energy spectrum as a function of the
magnetic field intensity. The states are labeled and presented in dif-
ferent line styles according to the C6 symmetry group.

Figure 3.4 shows the energy of the twelve lowest-lying states as a function
of the magnetic field. Similarly to circular QRs, regular AB oscillations of
the ground state energy are observed. However, for the hexagonal QRs the
states are organized in groups of 6 orbitals each, separated by an energy gap
of ≈ 2 meV. This is in clear contrast to the case of circular rings where all
states form a single ensemble. The different behavior of the two structures
can be justified from symmetry considerations. On one hand, systems with
circular symmetry have an infinite number of irreducible representations
(irreps), so that all states are associated to different irreps and can cross. On
the other hand, orbitals in hexagonal QRs are associated to the six different
irreps of the C6 symmetry group. The states with different symmetry can
cross while the states with the same symmetry anticross. As a result, groups
of 6 orbitals with a different irrep each form a shell within which they cross,
but that is spit from other shells. The states in figure 3.4 are labeled with
their associated irreps to illustrate this.
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Multi-particle energy spectra

Next, we examine the effect of populating the system with a few interacting
electrons. To this purpose, a full configuration interaction (FCI) approach
is used.[98] FCI is a variational method that takes into account all possi-
ble Slater determinants out of the one-electron basis set chosen. Then, an
approximate solution for the multi-particle problem is obtained by exactly
solving the Hamiltonian within this basis set. The many-electron Hamilto-
nian is as follows

Hmp =
∑

iσ

εie
†
iσeiσ +

1

2

∑

ijkl

∑

σσ′
Uijkle

†
iσe
†
jσ′ekσ′ejσ (3.4)

with eiσ (e†iσ) being the annihilation (creation) operator for an electron in
the state i and spin σ. The few-electron states are obtained by exactly
diagonalizing equation (3.4) using 24 single-particle spin-orbitals as basis,
i.e. two shells of six orbitals.

In correlated systems the period and amplitude of the energy oscilla-
tions decrease with the electron population.[99–101] The oscillation period
scales as 1/N and, hence, this phenomenon is known as the fractional AB
effect.[102] In figure 3.5 the energy spectra for a QR populated with up
to seven electrons are displayed. The energies are taken relative to the
ground-state energy at zero magnetic field (see the horizontal red line in
the graphs). We observe regular oscillations for both N = 2 and N = 3,
the period of which is in perfect agreement with the fractional AB effect. In
fact, the first crossing of the ground state in the single-particle case (figure
3.4) is at B ≈ 0.4 T, and is reduced to B ≈ 0.2 T and B ≈ 0.13 T for N = 2
and N = 3, respectively. For N = 4, N = 5 and N = 7 the oscillations
are not regular and the period clearly deviates from the behavior expected
considering the fractional AB effect. The results for N = 6 deserve espe-
cial consideration since the ground state does not cross with other excited
states in the range of magnetic fields under study. The AB effect is, thus,
completely suppressed.

The above results can also be seen, and perhaps more clearly, in figure
3.6 where the corresponding magnetization, M = ∂E/∂B, is represented.
Here, the magnetization for different N has been offset for clarity. Figure
3.6 illustrates the loss of regularity in the oscillations period as N increases
as well as the flat magnetization profile for N = 6.

The above-mentioned deviations in the oscillation period for larger N
have already been found in previous calculations.[99, 101] This behavior
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Figure 3.5: Energy of the lowest-lying states vs. the magnetic field
intensity for systems containing from N = 2 up to N = 7 interacting
electrons. The energy values are relative to the ground state energy
at B = 0, indicated by a horizontal red line. The states are labeled
according to the C6 symmetry group and spin multiplicity.

can be justified in the framework of the empirical Hubbard model.[103] In
this model it was concluded that the fractional AB oscillations emerge only
for small values of α = Nt/UL, where t is the tunneling integral, U is
the repulsion integral and L is the number of sites along the QR where
the states are localized. The value of α is inversely proportional to the
number of electrons. Therefore, a low-density regime is needed to observe
the fractional AB oscillations, explaining the deviations for larger N .

Conversely, the suppression of the AB effect in multi-particle systems
has not been reported in literature. To understand this result, we repeat
the calculations for N = 6 but introducing a scaling factor f to the electron-
electron integrals. In this way we are able to determine the role of Coulomb
interactions. Four series of calculations are carried out for f = 0, 0.1, 0.2
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Figure 3.6: Magnetization profiles for a N -electron hexagonal QR
with N varying from 1 to 7. For the sake of clarity, the results for
each N have been offset by 2 meV/T.

and 0.5, and the results are summarized in figure 3.7. For a non-interacting
system, figure 3.7(a), two different states with the same total symmetry
and spin, 1A, cross at B ≈ 0.4 T. The configurations of these states are
a2(e+1 )2(e−1 )2 and (e+1 )2a2(e+2 )2.3 When the Coulomb interaction is acti-
vated the states with 1A symmetry anticross. The magnitude of the anti-
crossing increases with f as can be easily seen by comparing panels (b), (c)
and (d) of figure 3.7, thus causing the suppression of the AB oscillations.

It is worth mentioning that calculations for a three times smaller hexag-
onal QR have also been performed. The results obtained (not shown) reveal
that the AB suppression is no longer present. This is because in this density
regime the anticrossing is not big enough and the 3B state (see figure 3.5)
cross the 1A ground state, originating a non-flat magnetization profile.

In summary, the AB suppression found for a hexagonal QR populated
by six electrons is a symmetry-related effect that emerges in the high-
correlation, low-density regime as a consequence of an anticrossing between
the ground state and an excited state with the same symmetry.

3 We use the standard Schoenflies notation with lower- and upper-case letters referring
to the symmetry of orbitals and N -electron states, respectively.
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Figure 3.7: Same as figure 3.5(e) but for different weight of the
electron-electron interaction integrals. This weight is modulated via
an scaling factor f , which takes f = 0, 0.1, 0.2 and 0.5 in panels
(a), (b), (c) and (d), respectively. The total symmetry of the main
states is indicated and the 1A ones are shown in red to improve their
visibility.

3.2.2 AB magnetoconductance oscillations and electron gas
transitions in hexagonal core-shell nanowires

In this section, we investigate the electronic states and magnetoconductance
of a core-shell hexagonal nanowire pierced by an external magnetic field
along the growth direction. The nanowire considered is infinitely long and
its cross section has the same form as figure 3.3. Here, it is composed by a
GaAs core with a minimal diameter of 100 nm, a InAs shell with thickness
of 25 nm, and an external 30-nm-thick capping layer of SiO2.

Simulations are carried out within the spin-density-functional theory fol-
lowing an iterative procedure. Although the system is 3D, the translational
invariance along the z direction allows one to write the wave function as
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Ψ(x, y, z) = eikzφ(x, y). If one further assumes the motion of the electrons
in the longitudinal and transverse directions to be decoupled, the problem
reduces from 3D to 2D. The effective Kohn-Sham Hamiltonian reads:

H = Hsp(r) + V σ
Z (r) + VH(r) + V σ

XC(r), (3.5)

where Hsp is the single-particle Hamiltonian under an external magnetic
field presented in equation (3.3). V σ

Z (r) is the Zeeman splitting term, VH(r)
is the Hartree potential energy and V σ

XC(r) is the exchange-correlation po-
tential. Finally, σ =↑, ↓ denotes the spin index of the electrons.

The Zeeman term is given by

V σ
Z (r) = g∗µBBησ (3.6)

with g∗ standing for the effective g-factor, µB for the Bohr magneton and
ησ=+1/2(-1/2) for σ =↑(↓).

The Hartree potential energy is calculated as VH(r) = −e φ(r) after
obtaining the electrostatic potential φ(r) by means of the Poisson equation

∇εr(r)∇φ(r) =
e

ε0
[ρ(r)− ρD(r)] . (3.7)

Here, ρ(r) is the total free-electron charge density calculated from the Kohn-
Sham eigenstates of equation (3.5). ρD(r) corresponds to the density of
donors and εr to the material-dependent dielectric constant.

The last term in (3.5), the exchange-correlation potential V σ
XC(r), is

defined as the functional derivative within the local-spin-density approxi-
mation (LSDA). The correlation functional used in all calculations is the
one proposed by Perdew and Wang [104].

First, equation (3.5) is numerically integrated by using a finite-element
scheme, and taking VH = 0 and V σ

XC = 0. From the spin eigenstates ob-
tained we calculate the free-electron charge density and, using this density,
the associated values of VH and V σ

XC . Such potentials are incorporated in
equation (3.5) and the process is started over. These steps are repeated
iteratively until the convergence criteria are achieved.

In the subsequent sections, two device configurations are investigated:
gate-all-around and back-gate. The gate-all-around configuration consists
in an electrode surrounding the entire structure, so that the energy can be
modulated while preserving the hexagonal symmetry of the system. This
type of gate is simulated by forcing the electrostatic potential, φ(r), in the
Poisson equation (3.7) to be that of the gate voltage Vg at all nanowire edges.
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For a back-gate configuration we assume two flat electrons sandwiching the
nanowire. This situation is simulated by defining the electrostatic potential
to be zero at the boundary corresponding to one electrode and Vg at the
other. Unlike the all-around-gate case, the hexagonal symmetry is broken
in this configuration.

For the simulations of the present section we consider the GaAs core
to be doped with a homogeneous density of donors ρD = 5 × 1015 cm−3.
The Fermi energy EF is taken 75 meV above the InAs CB edge and the
temperature is set to T = 1.8 K. All material parameters can be consulted
in table I of the published article (page 169).

Low-magnetic-field regime

First, we study the electronic structure of the hexagonal core-shell nanowire
for low magnetic fields and zero gate voltage, Vg = 0. The results (not
shown) are qualitatively the same as for the hexagonal QR of the previous
section. That is, the electron density is mainly localized at the corners of the
InAs shell, and the states in the energy spectrum are organized in groups
of six, presenting AB oscillations as the magnetic field intensity increases,
same as figure 3.4. Nevertheless, now the spin degree of freedom is taken
into account and the Zeeman splitting included in the simulations. As a
consequence, the spin-degenerate states at B = 0 split for finite fields and
two magnetic spin-subbands are formed: one with spin-up (↑-MSS) and the
other with spin-down (↓-MSS). Each one of them is composed by six states
of the same spin and show AB oscillations.

Next, we explore the result of applying a gate-all-around voltage to tune
the Fermi energy of the system. To this end, the total magnetoconductance
G is calculated for various, both negative and positive, voltages. The value
of G is obtained using the linear-response Landauer formula,4

Gσ =
e2

h

∑

n

∫

Bn,σ

−∂f(E − EF , T )

∂E
dE, (3.8)

where f is the Fermi occupation function, with EF and T being the Fermi
energy and the temperature, respectively. The integral in equation (3.8) is
performed along each energy spin-subband Bn,σ. The magnetoconductance
results obtained are shown in figure 3.8. Typical oscillations arising from

4 This formula assumes a fully ballistic regime which is not exactly the experimental
regime in InAs nanowires. However, this simplified formula can be used to get correct
qualitative results.
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Figure 3.8: Total magnetoconductance for five gate-all-around volt-
ages: Vg = 80 mV, Vg = 40 mV, Vg = 0 mV, Vg = −40 mV and
Vg = −60 mV.

the AB effect are observed for most Vg but are absent, for instance, at
Vg = 80 mV, where the conductance is completely flat.

In order to get insight into this singular behavior, in figure 3.9 we repre-
sent the energy spectrum vs. the magnetic field for Vg = −60 mV, panel (a),
and Vg = 80 mV, panel (b). By comparing both spectra, it can be seen that
the gate voltage affects the width of the MSSs as well as the gaps separating
them. For Vg > 0 the electron density is more localized at the corners of
the InAs ring, see inset in figure 3.9(b). This is due to the larger electron-
electron interaction, which is also responsible for the larger gaps between
MSSs. Contrarily, for Vg < 0 the electron density is more delocalized, see
inset in figure 3.9(a), and the gaps become smaller or even disappear. In
addition to this, figure 3.9(b) also explains the flat magnetoconductance
observed for Vg = 80 mV in figure 3.8. The position of EF exactly coincides
with the energy gap between the second and third group of MSSs, so that
it does not cross any MSS. As a result, the number of conducting channels
is constant and so is the conductance profile. Since energy gaps between
subbands increase with gate voltage, flat magnetoconductance profiles are
more likely to be found at large positive Vg.

In light of the above results, one would expect to find flat magneto-
conductances when sweeping Vg in transport experiments on hexagonal
nanowires. However, typical profiles show flux periodic oscillations, [96, 97]
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Figure 3.9: Energy spectrum as a function of the magnetic field for
(a) Vg = −60 mV and (b) Vg = 80 mV. Red and blue dots correspond
to ↓-MSS and ↑-MSS, respectively. The horizontal black line repre-
sents the Fermi energy EF . Insets in panels (a) and (b) show the
electron density distribution at B = 0 for the nanowire cross section.

and a situation with constant G has never been observed experimentally.
This may be due to the fact that the most common device configuration
for manipulating the electron density is to use a back-gate, instead of a
gate-all-around. The main difference between both configurations is the
breaking of the hexagonal symmetry when a back-gate is used. We know
from the previous section that the separation of the states in groups in the
energy spectrum is a direct consequence of the hexagonal symmetry of the
system. Therefore, a back-gate device is expected to present no significant
gaps and a situation with constant G would not be possible, justifying the
lack of flat profiles in experiments. Nonetheless, a back-gate voltage could
also destroy the doubly-connected topology that originates the AB effect.
In a such a case, AB oscillations should not emerge and one wonders why
they are observed at all.

In order to understand the origin of the oscillations, we carry out the
same calculations as in figures 3.8 and 3.9, but for a back-gate device. The
total magnetoconductance profiles in figure 3.10 evidence that flux oscilla-
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Figure 3.10: Same as figure 3.8 but for a back-gate configuration
and different Vg.

tions take place for positive or slightly negative voltages but are absent for
large enough negative values, Vg = −80 mV and Vg = −100 mV. Again,
this behavior can be explained looking at the energy spectra in figure 3.11.
To illustrate both situations, we have chosen two Vg with different sign,
Vg = −80 mV in figure 3.11(a) and Vg = 200 mV in figure 3.11(b). As
shown in the insets, the back-gate voltage clearly reshapes the electron den-
sity distribution, which is pushed towards the top (bottom) half of the cross
section for negative (positive) Vg. A comparison between both insets show
that the doubly-connected topology is more robust for Vg > 0 since the
electron density is more delocalized in panel (b) even though the voltage
is stronger. As for the MSSs, for both Vg we see that states lower and
higher in energy behave very differently. Lowest-lying states are more af-
fected by the back-gate voltage and exhibit a quasi-linear dispersion with
B, i.e. the doubly-connected topology is completely broken, while typical
AB oscillations are present in more excited states. For Vg = −80 mV, the
Fermi energy is in the region of states with linear dispersion and, thus, only
states without doubly-connected topology are occupied. This justifies the
flat magnetoconductance in figure 3.10 and the strongly localized electron
density distribution in the inset of figure 3.11(a). In contrast, in 3.11(b)
several states with doubly-connected topology are occupied, the electron
density is more delocalized and the AB-like magnetoconductance oscilla-
tions persist. The latter is indeed the usual regime in magnetotransport
experiments,[96, 97] what explains why only oscillating profiles have been
reported in literature.
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Figure 3.11: Same as figure 3.9 but for a back-gate device, and
voltages (a) Vg = −80 mV and (b) Vg = 200 mV.

High-magnetic-field regime

We next study the high-magnetic-field regime for the same hexagonal nano-
wire system. All simulations are performed considering the absence of ex-
ternal gates, i.e. Vg = 0. Figure 3.12 displays the MSSs up to B = 20 T,
where complete electron depletion occurs, and also the total electron den-
sity at selected fields. By comparing figures 3.12(b)-3.12(f), it is clear that
as B increases the electron density undergoes a transition from being lo-
calized at the corners, panels (b) and (c), to a distribution with maximum
density at the center of the facets, panels (e) and (f). This change in the
electron density positioning is caused by the parabolic magnetic confine-
ment. At low magnetic fields the confining potential originated from the
materials band offset dominates, but at big enough fields the magnetic con-
finement becomes more important. The larger B is, the more the electrons
are pushed to lower radius, i.e. at the center of the facets, giving rise to a
corner-to-facet transition.

A signature of the aforementioned transition can be identified in the en-
ergy spectrum shown in figure 3.12(a). At zero magnetic field, the states are
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Figure 3.12: (a) MSSs for magnetic fields up to B = 20 T, where
the complete electron depletion takes place. Dashed vertical lines
are added to indicate the fields at which spin or charge transitions
occur. (b)-(f) Electron density distribution at selected magnetic-field
intensities.

organized in spin-degenerate MSSs. The lowest-lying MSS is composed by
states whose electron density is localized at the corners, while the states of
the second MSS have their electron density mostly localized at the system
facets for orthogonality. As the magnetic field increases, the ↓-MSSs are
stabilized and the ↑-MSSs destabilized due to the Zeeman effect. Besides
this spin-splitting, we also see that the first two ↓-MSSs get closer in en-
ergy for larger B and eventually overlap at BC→F ≈ 10.2 T. At this field,
the electron density is equally distributed over the entire InAs ring and,
therefore, BC→F ≈ 10.2 T can be identified as the transition point. For
B > BC→F the ↓-MSSs cross, and the lowest-lying states are now mainly
localized at the facets of the hexagon. The same behavior is observed for
the spin-up subbands, but they are already depopulated at this magnetic
field and do not affect the electron density distribution.
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Figure 3.13: (a) Non-interacting MSSs with respect to the InAs
CB edge. Both spin-up (blue) and spin-down (red) subbands are
shown. (b) Total magnetoconductance G = G↓+G↑ (black) and spin-
projected magnetoconductances G↓ (red) and G↑ (blue) as a function
of the magnetic field B.

Figure 3.12(a) exhibits two additional transition points in the energy
spectrum. They are characterized by noticeable changes in the slope of
the MSSs and are indicated with dashed vertical lines in the graph. The
first transition is found at BP ≈ 7.5 T, where the slope of the lowest-lying
MSS changes sign from negative to positive. If one looks at figure 3.12(a)
carefully, it can be observed that the transition coincides with the com-
plete depletion of the last ↑-MSS with charge. Consequently, the system
becomes completely polarized and BP represents a transition to a ferro-
magnetic state. At fields higher than BC→F , the MSSs rearrange and tend
to form Landau-like bands. When the magnetic field reaches BL ≈ 16 T,
a second transition appears as an abrupt change in the subband slope. At
this point, the first-excited ↓-MSS is fully depleted and only one subband
remains below the Fermi energy. Finally, this subband becomes completely
depopulated for magnetic fields higher than B = 20 T.

In order to asses the role of many-electron contributions we also carry
out simulations using a non-interacting model, i.e. by setting vH = 0 and
vσXC = 0 in Hamiltonian (3.5). The obtained energy spectrum, see fig-
ure 3.13(a), shows smooth MSSs with no visible changes in slope. The
absence of abrupt transitions in this non-interacting system demonstrates
their multi-particle origin. Moreover, additional calculations neglecting only
the exchange-correlation potential vσXC = 0 (not shown) present the same
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energy spectrum as figure 3.12(a). This indicates the minor role of this term,
being the Hartree potential energy the term responsible for the presence of
transitions.

Lastly, we explore the signatures of these spin and charge transitions
in magnetoconductance experiments. The results are summarized in fig-
ure 3.13(b). Here, the total magnetoconductance curve exhibits a clear
step-like form. At low magnetic fields, we observe regular oscillations as
predicted previously for the low-magnetic-field regime. As the magnetic
field is increased, the oscillations persist up to B ≈ 6 T, but close to the
first transition point the conductance is strongly reduced. The value of G
drops from G ≈ 16 e2/h to G ≈ 12 e2/h at this point, and then remains con-
stant with minimal oscillations up to B ≈ 12 T. This plateau is generated
because EF is located between the second and third ↓-MSS, so there are
no crossings. At B > 12 T, the conductance starts oscillating again as EF
merges the second ↓-MSS, and G experiences a progressive reduction until
the second transition is reached. After this point we find another plateau
for the same reason as before, that eventually drops to zero when the CB
gets completely depleted.

Summing up, in the high-magnetic-field regime we have found various
field-induced transitions, which can be related to the complete depletion of
excited subbands. Such transitions can be identified in magnetoconductance
experiments by an step-like behavior.



CHAPTER 4
Spin-orbit-induced spin
relaxation in semiconductor
QDs

Advances in the fabrication techniques over the last few decades have en-
abled the isolation and control of individual spins in solid-state systems.[54]
This has opened the possibility of developing a new generation of devices
that exploit the spin of the electron rather than its charge, giving rise to
new fields in condensed matter physics such as spin-based electronics (spin-
tronics) and quantum computing.[6, 55, 105] These spin-based devices are
of great interest for future applications due to the predicted improved prop-
erties compared to the conventional electronic ones. For instance, some of
their advantages would be the increased data processing speed, decreased
electric power consumption, and increased integration densities.[6]

The electron spin degree of freedom is a natural two-level system in
which information can be encoded through a particular spin orientation (ei-
ther up or down). This stored information can then be carried over space
in transport processes since spins are attached to electrons. Furthermore,
the spin orientation is known to survive for a relatively long time (of the
order of nanoseconds), offering the opportunity to store and manipulate
phase coherence over length and time scales much longer than in typical
charge-based devices. All this makes the spin degree of freedom particularly
attractive and several novel devices have been proposed.[105] For example,
some spin-valves and magnetoresistive random-access memories (MRAM)
are already commercially available, but many other technologies are still
under development. Among the latter, two of them deserve a special men-

53
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tion: the spin field-effect transistor proposed by Datta and Das [106] and
the spin quantum bit (qubit) proposed by Loss and DiVincenzo [107]. On
one hand, a spin-based transistor is one of the leading candidates to sub-
stitute the traditional silicon ones when the length limit of 7 nm is reached
in 4 or 5 years. These new transistors are believed to improve the energy
efficiency of the current ones. On the other hand, the fabrication of a quan-
tum computer has been subject to intense research over the last years since
it is expected to be much faster due to the direct use of quantum super-
position and entanglement. Many different systems are being pursued for
physically implementing a quantum computer, e.g. trapped ions, photons,
superconductor junctions, and QDs. In particular, we focus on spin qubits
as they are promising candidates that fulfill all the requirements needed for
quantum computing.[108] However, despite important advances have been
achieved, the fabrication of these spin-based devices is still not possible. To
this end, a deeper understanding of the fundamental spin physics and the
coupling with the environment is necessary.

One of the greatest challenges in using the spin degree of freedom in
real applications is controlling or removing quantum decoherence.[109, 110]
In a solid, the electron spin is not completely decoupled from other de-
grees of freedom, thus limiting its lifetime to be finite. Fortunately, spins
in QDs exhibit longer lifetimes than in delocalized systems since quantum
confinement suppresses the main bulk decoherence mechanisms.[111, 112]
The two main spin relaxation channels in III-V ZB semiconductor QDs are
the hyperfine interaction and the SOI.[54, 56] The former takes place as a
result of the coupling with the spin bath constituted by the spins of the
nuclei. This mechanism is dominant when the energy separation between
spin states is small, i.e. at relatively weak magnetic fields. Additionally, the
hyperfine interaction mechanism is further diminished in the VB because
of the p-like nature of the hole orbitals. On the other hand, for moderate
and strong fields, when the energy splitting exceeds the nuclear magnetic
field, the phonon-assisted relaxation due to SOI prevails. The magnetic
field regime we are interested in corresponds to the second case, so only
the SOI-induced spin relaxation is considered here. As already discussed in
section 2.3, in semiconductors without inversion symmetry such as ZB and
WZ structures, SOI in the CB is originated from bulk inversion asymmetry
(DSOI) or structural inversion asymmetry (RSOI). Besides these two inter-
actions, in the VB one has to consider the additional coupling between hh
and lh subbands, which also results in spin mixing.

DSOI and RSOI Hamiltonians have different symmetries and present
an anisotropic character.[33] Consequently, SOI-related effects are strongly
affected by structural anisotropies, different crystallographic orientations as
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well as the directions along which external fields are applied. This can be
exploited to externally control and manipulate the spin degree of freedom.
Most previous theoretical works dealing with SOI-induced spin relaxation
have considered quasi-2D systems where the lateral confinement has been
modeled by a parabolic potential. Nevertheless, current synthetic methods
are able to produce 3D QDs routinely and, thus, accounting for the 3D
nature of SOI becomes essential to understand their properties.

In this chapter we present an overview of the results of five published
works that deal with spin-orbit-related properties of single spins confined
in ZB semiconductor QDs. A copy of these articles can be found at pages
179, 183, 193, 205 and 227 of the present dissertation. In particular, we
focus on the role of three-dimensionality in the QD spin dynamics, paying
special attention to the anisotropic behavior of SOI. First, the basic aspects
of the theoretical procedure employed for computing the spin relaxation
time are presented. Using this model, the spin dynamics of electrons and
holes in spheroidal QDs under external fields is investigated. The study
of this simple system allows one to understand the dependence of the spin
relaxation on the QD geometry, laying the basis for the investigation of more
complex systems where the 3D nature of the structures may be important,
namely cuboidal QDs grown along different crystal directions, quantum dot
molecules, and pyramidal QDs.

4.1 Theoretical formalism for the calculation of
phonon-induced spin relaxation rates

In this section we present the expressions employed to estimate the spin
relaxation rate of electrons and holes confined in ZB semiconductor QDs.

Any spin relaxation process needs both a source of spin admixture and
a source of energy relaxation in order to take place. As stated above, the
spin mixing in these systems is produced by SOI. The corresponding Hamil-
tonians are given in section 2.3. As for the source of energy relaxation, the
dominant mechanism is determined by the transition energy ∆Efi. We
study the spin relaxation between Zeeman-split sublevels of lowest energy,
i.e. the ground and the first-excited state. For moderate magnetic fields,
the energy splitting of the two states is of the order or few meV. It is known
that in transitions of this energy range the main scattering mechanism is
mediated by the interaction of the carriers spin with the phonon bath.

Phonons are originated in the quantization of lattice vibrations and can
be classified into acoustic and optical phonons. Since we restrict to low
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energies, short-wave optical phonons cannot participate in the spin relax-
ation processes investigated, so only acoustic phonons are included in our
calculations. In addition, for low ∆Efi the linear dispersion regime holds,
Eλq = ~ωqλ = ~cλq, where cλ is the phonon velocity of the longitudinal
(λ = l) or two transversal (λ = t1, t2) acoustic phonon modes and q is the
phonon wave vector.

Vibrations of the bulk lattice (phonons) produce small displacements of
the atoms from their equilibrium positions. These deviations lead to small
shifts in the energy bands and also to the origin of additional electric fields
that are responsible for the scattering processes. For ZB crystal structures,
the two relevant scattering mechanisms at low temperature are the deforma-
tion potential and the piezoelectric potential.[113] Thus, the carrier-phonon
Hamiltonian is as follows

Hλ
c−ph = e φλpz I +Hλ

dp, (4.1)

where e is the particle charge, I is the identity matrix, and φλpz and Hλ
dp de-

note the piezoelectric and the deformation potential terms, respectively. To
compute the spin relaxation, Hamiltonian (4.1) needs to be written in terms
of the normal modes of vibration. The derivation and complete expressions
of φλpz and Hλ

dp for both CB and VB are given in appendix D.

The transition rate between the initial occupied state (|Ψi〉) and the final
unoccupied state (|Ψf 〉), mediated by the carrier-phonon interaction, is cal-
culated within time-dependent first-order perturbation theory, specifically
the Fermi’s golden rule:

1

T1
=

2π

~
∑

λ,q

∣∣∣〈Ψf |Hλ
c−ph |Ψi〉

∣∣∣
2
δ(∆Efi + Eλq). (4.2)

Here, Hλ
c−ph is the carrier-phonon coupling Hamiltonian (4.1), Eλq = ~cλq,

and ∆Efi = Ef − Ei. The sum is done over all directions of wave vec-
tor q and all possible decay channels. We assume bulk phonons, which is
an appropriate model for embedded QDs. Calculations are carried out at
zero temperature for the sake of simplicity, so that phonon absorption and
multiphonon processes are negligible.[114]

4.2 Spin relaxation in 3D spheroidal QDs

We start investigating the spin relaxation rates between Zeeman-split sub-
levels in spheroidal QDs. This 3D system allows to easily tailor the QD
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shape in order to assess the effect of confinement on the SOI and, by ex-
tension, on the spin dynamics. Quantum confinement is known to influence
the orbital motion of carriers which, in turn, affects its spin through SOI.
Therefore, it is expected that the spin physics could be controlled by growing
structures with specific geometries.

4.2.1 Electron spin relaxation

We first study the spin relaxation due to single-phonon emission in the CB.
The spheroidal QDs are modeled using parabolic confinement potentials and
are subject to an axial magnetic field defined by the vector potential in the
symmetric gauge, A = B

2 (−y, x, 0), and an electric field F with arbitrary
direction. The electron Hamiltonian reads

H =
∑

j=x,y,z

HHO(j)− eF · r +
1

2
g∗B σz +HSOI , (4.3)

where e = −1 is the electron charge and HHO(j) is the harmonic oscillator
Hamiltonian

HHO(j) =
1

2m∗
(kj − eAj)2 +

1

2
m∗ω2

j j
2, (4.4)

with ωj standing for the frequency of the confining parabola and kj =
−i~d/dj. The second term in equation (4.3) represents the electric field
potential, equation (2.19). The third term accounts for the Zeeman splitting
resulting from a magnetic field along the z direction (see section 2.2.2 for
details). The last term is the SOI Hamiltonian HSOI = HCB

BIA+HV B
SIA. Here,

HCB
BIA denotes the DSOI term, equation (2.22), and HV B

SIA the RSOI term,
equation (2.24).

Hamiltonian (4.3) is solved by rewriting all derivatives and coordinates
in terms of harmonic oscillator ladder operators and then projecting it onto
a basis formed by oscillator eigenstates |νx, νy, νz〉. The spin relaxation is
computed by means of the Fermi’s golden rule as explained in the previous
section. In particular, we consider In(Ga)As QDs in all calculations. The
specific values of the corresponding parameters can be consulted in the
published work, see page 183 of this Thesis.

The effect of the SOI in the electron spin dynamics is studied for each
mechanism individually, namely DSOI and RSOI. The results are presented
below.



58 Chapter 4. Spin-orbit-induced spin relaxation in semiconductor QDs

Dresselhaus SOI

Figure 4.1(a) summarizes the results obtained for the spin relaxation rate
as a function of the vertical confinement. Calculations are performed at
B = 1 T and F = 0, considering various in-plane confinements (ω⊥ =
ωx = ωy) ranging from ~ω⊥ = 5 meV to ~ω⊥ = 40 meV. Previous works
in literature have reported an increasing dependence of 1/T1 with ~ωz for
quasi-2D systems.[33, 54] Indeed, this is the behavior we find for the QD
with weakest lateral confinement, ~ω⊥ = 5 meV, which can also be seen as
quasi-2D (ωz > ω⊥). However, we observe from the other curves in figure
4.1(a) that for non-flat systems the behavior is richer. In all cases, the
spin relaxation rate becomes minimum for ω⊥ = ωz and rapidly increases
as the QD geometry deviates from a perfect sphere. In other words, the
spin relaxation is suppressed when the system has spherical symmetry and
it is enhanced when the symmetry is lowered. These results stress the
importance of three-dimensionality when investigating the spin dynamics of
QDs.

In order to understand the origin of the minimum in the spin relaxation
curves, we calculate the degree of spin admixing of the states involved in
the transition. Other factors, such as the density of phonons, are not im-
portant since they are independent of ωz and remain constant during each
calculation series. The spin purity of the ground state (solid line) is plotted
in figure 4.1(b). We see that it becomes maximum for a spherical QD and
decreases in prolate and oblate structures. This fact indicates that a mini-
mum value of 1/T1 originates from a situation with maximum spin purity,
i.e. where SOI is more hindered. Consequently, the dependence between
spin relaxation rate and QD shape lies in the form of the SOI Hamiltonians
for different system symmetries.

The spin admixture is determined by the σx and σy terms in HCB
BIA,

equation (2.22), since σz is diagonal in spin-space and does not flip spins.
The mixing Hamiltonian is then approximated as

Hmix
BIA ≈ bCB41

[
px(〈p2y〉 − 〈p2z〉)σx + py(〈p2z〉 − 〈p2x〉)σy

]
. (4.5)

For a spherical QD we have 〈k2x〉 = 〈k2y〉 = 〈k2z〉. In the absence of a
magnetic field the kinetic and canonical momenta coincide, 〈k2j 〉 = 〈p2j 〉, but
for finite B this is not longer true since pj = kj − eAj . In spite of this, in
the limit of small fields, B → 0, we can consider that 〈p2⊥〉 ≈ 〈p2z〉, so that
equation (4.5) tends to vanish, thus justifying the profound minimum found
in figure 4.1(a) when ωz = ω⊥.
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Figure 4.1: (a) Spin relaxation rate as a function of the vertical con-
finement ~ωz with only DSOI included. Results for various in-plane
confinements ~ω⊥ are presented. (b) Spin purity of the ground state
for a QD with ~ω⊥ = 25 meV. Three levels of calculation have been
considered: exact result (solid line), linear approximation (dashed
line), and in-plane cubic approximation (dotted line). Insets show
schematic drawings illustrating QDs with different vertical confine-
ment. (c) 1/T1 vs. vertical confinement for increasing magnetic field
and ~ω⊥ = 25 meV.

The above approximation, 〈k2j 〉 ≈ 〈p2j 〉, is only valid for relatively small

magnetic fields. As B increases the canonical momentum 〈p2〉 becomes more
anisotropic, so that the suppression of the spin admixture is progressively
reduced. This is exactly the behavior observed in figure 4.1(c), where the
1/T1 minimum is gradually removed for increasing magnetic fields.

For the sake of completeness, we repeat the spin purity calculations for
other commonly used approximations.[54] For oblate structures in the limit
of 〈k2z〉 � 〈k2⊥〉, equation (4.5) reduces to Hmix

BIA ≈ bCB41 〈p2z〉(pyσy − pxσx)
(linear approximation). The dashed line in figure 4.1(b) shows that this
approximation provides a qualitatively correct estimate of the spin mixing
for oblate QDs, albeit systematically overestimated. In the limit of quasi-1D
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prolate QDs, 〈k2z〉 � 〈k2⊥〉, we have Hmix
BIA ≈ bCB41 〈p2⊥〉(pxσx − pyσy) (cubic

approximation). As can be seen in figure 4.1(b), the spin mixing does not
depend on ωz in this approximation (dotted line), hence the calculated spin
purity is constant and mostly underestimated. In light of these results, we
can state that the interplay between 3D degrees of freedom is crucial and
the full DSOI Hamiltonian must be considered.

Rashba SOI

We next investigate the spin relaxation rate in QDs with RSOI. In partic-
ular, we pay special attention to the quantum confinement anisotropy and
the direction of the external electric field F as mechanisms to control the
RSOI strength and, in turn, the spin dynamics in QDs. In this respect, pre-
vious publications have pointed out the possibility of modulating the RSOI
in quasi-2D systems due to the confinement anisotropy.[115–117] Here, we
extend the study to 3D QDs.

Figure 4.2(a) shows a contour plot of 1/T1 as a function of the vertical
confinement ωz and the polar angle θ of the electric field orientation. All cal-
culations are carried out for QDs with in-plane confinement ~ω⊥ = 50 meV
and under an axial magnetic field B = 5 T. In general, one can see that
the maximum (minimum) spin relaxation is found when F points in the
direction of strongest (weakest) confinement. To improve the readability
of this plot and help extracting interesting information, four cross-sections
are also included in figure 4.2(b-e). On one hand, we observe a decreasing
behavior of 1/T1 with ωz for F ⊥ B, figure 4.2(c), while it remains constant
for F ‖ B, figure 4.2(b). On the other hand, the dependence of 1/T1 on
the polar angle θ shows opposite behavior for the two vertical confinements
considered. It increases for ωz = 10 meV, figure 4.2(d), and decreases for
ωz = 100 meV, figure 4.2(e).

These results can be justified following the same strategy as for DSOI.
Then, the spin relaxation rate is mainly determined by the strength of the
RSOI, which can be understood by analyzing the terms in HCB

SIA, equation
(2.24), contributing to spin flips. The spin mixing part is as follows

Hmix
SIA = r41 [Fz(pyσx − pxσy) + Fxpzσy − Fypzσx] . (4.6)

The first term in (4.6) corresponds to figure 4.2(b) (F ‖ B). It is worth
mentioning that this is the only term included in most studies on quasi-
2D QDs.[54] This term does not depend on the vertical carrier motion, i.e.
does not contain pz, explaining the flat dependence with ωz. Contrarily, the
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Figure 4.2: Spin relaxation rate in a QD with ~ω⊥ = 50 meV in the
presence of RSOI. All calculations are carried out for F = 30 kV/cm
and B = 5 T. (a) Contour plot of 1/T1 as a function of vertical
confinement and the orientation of the electric field. Panels (b) and
(c) are cross sections for θ = 0 and θ = π/2, respectively. Panels
(d) and (e) are cross sections for ~ωz = 10 meV and ~ωz = 100 meV,
respectively. The schematics at the corners illustrate the QD shape
and the orientation of B and F.

other two terms (F ⊥ B) do depend on the vertical confinement, justifying
the high influence of ωz on 1/T1 in figure 4.2(c). As for the opposite behav-
ior observed in panels (d) and (e), we have to take into account the states
that Hamiltonian (4.6) couples. One can see that all three terms couple the
ground state |0, 0, 0〉 to excited states with a node in a direction perpendic-
ular to the electric field. As F is tilted the dominant term changes and so
does the excited states involved in the coupling. Thus, when F is perpendic-
ular (parallel) to the direction of strongest confinement, Hmix

SIA couples the
ground state with excited states of higher (lower) energy, hence the coupling
is inhibited (enhanced) and so is the relaxation rate.

4.2.2 Hole spin relaxation

Here we extend the study on electron spin relaxation discussed in the pre-
vious section to the spin of holes. Several theoretical works have investi-
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gated the spin dynamics of single holes in quasi-2D QDs considering dif-
ferent sources of spin mixing, namely lh-hh coupling,[113, 118] cubic-in-k
DSOI,[119] linear-in-k DSOI,[120] and the e-h exchange interaction together
with strain in holes forming excitons.[121] In all these works, one spin mixing
mechanism is assumed as dominant, while the others are neglected without
any comparison between them. In order to shed light on this matter, we
investigate the dependence of the hole spin lifetime on the QD geometry by
considering simultaneously all relevant sources of spin admixing. In this way,
it is possible to identify the dominant mechanisms in hole spin scattering
processes and establish their regime of application. In addition, some of the
aforementioned works report opposite results, [113, 118] or predict results
not observed in experiments.[119] In this respect, we explicitly compare our
results with those apparently controversial.

The Hamiltonian describing the hole states in 3D spheroidal QDs reads

H = HLK
ZB +HV B

BIA + VQD I +HZ , (4.7)

where I is the 4x4 identity matrix. HLK
ZB is the four-band Luttinger-Kohn

Hamiltonian,[122] whose matrix form is given in appendix A, section A.1.1.
The second term in (4.7) corresponds to the DSOI Hamiltonian, equation
(2.23).[33] It includes linear- and cubic-in-k terms, and its matrix represen-
tation can be found in section B.1.2. The RSOI is disregarded in this study
because it is an extrinsic effect, and for holes it is less efficient than DSOI
under moderate magnetic fields.[119] The third term denotes the confining
potential, VQD, modeling QDs with parabolic confinement:

VQD = −1

2
m∗⊥ω

2
⊥(x2 + y2)− 1

2
m∗z ω

2
zz

2, (4.8)

with ωj standing for the frequency of the confining parabola. Equation (4.8)
simulate 3D spheroidal QDs with different aspect ratios. Finally, last term
in (4.7) is the Hamiltonian describing the splitting of the hole states by an
effective axial magnetic field:

HZ =
1

2




∆ 0 0 0
0 1

3 ∆ 0 0
0 0 −1

3 ∆ 0
0 0 0 −∆


 (4.9)

Here, ∆ is the value of the energy splitting, which is three times larger
for hh than for lh. The origin of this splitting could be the e-h exchange
interaction or a Zeeman effect.

Equation (4.7) is solved following the same procedure as for the CB.
Nevertheless, we now deal with a four-band model where each subband
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has different mass and, hence, also different oscillator frequency. Then,
we rewrite all coordinates and derivatives of equation (4.7) in terms of the
hh harmonic oscillator Hamiltonians. The resulting Hamiltonian is then
projected onto the 1D hh eigenfunctions.

Hole spin lifetimes are calculated within the theoretical formalism ex-
posed in section 4.1, i.e. the Fermi’s golden rule. The specific expressions
for a four-band VB model are given in appendix D. Simulations are carried
out for InAs QDs embedded in a GaAs matrix. The material parameters
compiled in table 1 of the published manuscript (see page 205).

Geometry and spin splitting dependence

We start investigating the role of the QD aspect ratio and the spin splitting
magnitude on the hole spin lifetime, T h1 . The results obtained are summa-
rized in figure 4.3. For the sake of comparison, both hole (red solid line)
and electron (blue dotted line) spin relaxation times are depicted. Cal-
culations for electrons and holes are performed considering a QD with the
same size, i.e. defining the confining parabola with the same force constants
mhh
j (ωhhj )2 = me

j(ω
e
j )

2 with j =⊥, z.

Figure 4.3(a) shows T1 as a function of ω⊥ in InAs QDs with strong verti-
cal confinement. One can see that T e1 increases with the vertical confinement
because DSOI is gradually suppressed as we get closer to a spherical QD
(ωe⊥ = ωez), in agreement with the results of the preceding section. On the
other hand, T h1 has a non-monotonic behavior, presenting a minimum at
~ωhh⊥ = 28 meV. Previous works have reported an opposite dependence of
T h1 on ωhh⊥ : Woods et al. [118] predicted the hole spin lifetime to increase
with the lateral confinement, while Lü et al. [113] predicted the opposite
trend in a similar study. These apparently contradictory results are both
compatible with figure 4.3(a), corresponding to the right and left side of the
minimum.

We next study the dependence of the spin relaxation on the vertical
confinement. In QDs with moderately strong lateral confinement, figure
4.3(b), which can be roughly seen as self-assembled QDs, electrons and holes
present opposite behavior. T e1 decreases with ωz since the system becomes
flatter, i.e. less spheric. The hole spin lifetime, instead, increases in general
but a shallow minimum can be observed at ~ωz = 14 meV, showing that
different trends for T h1 are also possible when varying ωz. In figure 4.3(c)
we consider structures with weak lateral confinement, which are compara-
ble to electrostatic QDs. Electrons present the same qualitative behavior
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Figure 4.3: Hole (red solid line) and electron (blue dotted line)
spin relaxation time as a function of (a) lateral confinement, (b-c)
vertical confinement, and (d) energy splitting ∆. (a) ~ωhh

z = 50 meV,
~ωe

z = 179 meV, ∆ = 0.4 meV. (b) ~ωhh
⊥ = 20 meV, ~ωe

⊥ = 23.2 meV,
∆ = 0.4 meV. (c) ~ωhh

⊥ = 5 meV, ~ωe
⊥ = 5.8 meV, ∆ = 0.4 meV. (d)

~ωhh
⊥ = 20 meV and ~ωhh

z = 50 meV; ~ωe
⊥ = 23.2 meV and ~ωe

z =
179 meV; ~ωhh

⊥ = 40 meV and ~ωhh
z = 5 meV (red dashed line).

as before, while the minimum of T h1 is now absent since it is shifted to-
wards smaller ωz. Remarkably, we find that the spin lifetime of holes may
exceed that of electrons in flat enough QDs. This result corroborates the
prediction of Bulaev and Loss [119], who reported the possibility of having
T h1 > T e1 in gated structures. For self-assembled QDs, instead, T h1 is one
order of magnitude shorter than T e1 , what also goes along with experimental
observations.[123]

The electron spin relaxation is known to be maximum when the phonon
wavelength is similar to the carrier wave function extension, but it decreases
for smaller or larger spin splitting energy ∆. Figure 4.3(d) displays T1
as a function of ∆ for a self-assembled-like QD. For electrons a minimum
is found (∆ ≈ 1 meV), as expected. However, T h1 becomes constant for
∆ > 1.5 meV. This different behavior can be understood from their distinct
effective masses which, despite considering QDs of the same size, result in
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unlike characteristic oscillator lengths. As a result, a larger ∆ is needed for
T h1 to increase again. We also run simulations for a nanorod-like structure
(red dashed line), for comparison. In this case, the plateau in T h1 disappears
and the relaxation is sensitive to ∆ for all the range under study.

Mechanisms of spin admixture

As we have seen for electrons in the preceding section, in most cases the
spin relaxation is mainly determined by the degree of spin admixing. There-
fore, it is crucial to establish which mechanisms are dominant in order to
understand the dependence of spin lifetimes on system geometry. To this
aim, we repeat all calculations depicted in figure 4.3 but now taking into
account each source of mixing individually. Notice that henceforth only the
spin of holes is considered, so the hh superscript is dropped. The results for
the spin relaxation rate, 1/T1, are summarized in figure 4.4.

The two relevant spin-mixing mechanisms for the VB are the lh-hh
coupling originating from the Luttinger-Kohn Hamiltonian HLK

ZB , and the
DSOI, which can be further divided into its various terms. Then, the sim-
ulations are performed including the diagonal terms of HLK

ZB plus different
combinations of the off-diagonal HLK

ZB Hamiltonian and some DSOI terms,
as shown in figure 4.4.

We analyze first the influence of the lateral confinement on the spin re-
laxation main mechanisms, figure 4.4(a). It is found that lh-hh coupling
is more important than DSOI alone for large ω⊥. However, both contribu-
tions are comparable for moderate lateral confinement (self-assembled-like
QDs), and HBIA becomes dominant for weak laterally confined structures
(e.g. gated dots). As for the contribution of the different HV B

BIA terms,
figure 4.4(a) reveals that Hb41 is the most relevant one. In fact, by only
considering the lh-hh coupling and the Hb41 term (green dotted line) we
almost recover the spin relaxation rate obtained employing the full Hamil-
tonian (black line). In contrast, the linear-in-k term HCk has a negligible
influence, oppositely to reference [120] where it has been proposed as the
dominant SOI term.

The behavior when changing the vertical confinement is in agreement
with that seen in figure 4.4(a). In QDs with moderate lateral confinement,
figure 4.4(b), lh-hh coupling dominates for all ωz under study, but for weak
lateral confinement, figure 4.4(c), the strength of both mechanisms is com-
parable. Indeed, a transition from a dominant HL to a dominant HBIA

situation takes place as ωz decreases. Interestingly, HBIA provides a lower
bound to 1/T1 that is responsible for the origin of a plateau for ωz > 40 meV.
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Figure 4.4: Same as figure 4.3, but considering the most relevant
mechanisms of spin admixture individually. That is, the diagonal
terms of HLK

ZB plus: off-diagonal HLK
ZB terms only, HL (red solid line);

all DSOI terms, HBIA (blue dashed line); off-diagonal HLK
ZB terms and

bV B
41 DSOI term, Hb41 (green dotted line); off-diagonal HLK

ZB terms and
Ck DSOI term, HCk

(gray dash-dotted line); and full Hamiltonian
HL + HBIA (thick black line). Only the spin relaxation of holes is
included. Note that here we represent the spin relaxation rate 1/T1,
while in figure 4.3 we represent the spin lifetime T1.

The influence of the spin splitting ∆ on the mechanisms of spin admix-
ture is explored in figure 4.4(d). The lh-hh coupling has a dominant con-
tribution for most ∆, but HBIA becomes equally important when ∆ → 0.
For such small energy splitting, the hole-phonon coupling becomes very in-
efficient and the relaxation rate decreases rapidly. The presence of DSOI,
however, originates a small zero-field spin splitting that becomes significant
for ∆ ≈ 0, thus causing HBIA to prevail.

In summary, in this section we have shown the substantial effect of the
geometry anisotropy on the spin relaxation of both electrons and holes by
changing the aspect ratio of spheroidal QDs. In addition, we have found
that accounting for the 3D nature of the structures is crucial for a proper de-
scription of the SOI. In the subsequent sections, we also study SOI-induced
effects in more complex systems in which three-dimensionality is expected
to play and important role.
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4.3 Electron spin-relaxation anisotropy in [001] and
[111] grown QDs

In the preceding section we have shown the anisotropy of the spin-orbit-
induced spin relaxation by changing the aspect ratio of 3D spheroidal QDs
with circular lateral confinement. Other theoretical works investigating
also QDs with circular symmetry have reported an in-plane spin relaxation
anisotropy with the magnetic field orientation due to the interplay between
RSOI and DSOI.[124, 125] In those studies, the spin lifetime becomes maxi-
mum (minimum) when the magnetic field is along the [110] ([110]) crystallo-
graphic direction. Such anisotropic angular dependence has been confirmed
experimentally by Scarlino et al. [126], but the singular points of the T1 curve
obtained are deviated from the theoretical angles. This fact is ascribed to
the elongated geometry of the QDs in the experiments, what goes along
with some theoretical works that have pointed out that deviations from
the in-plane circular symmetry affect the spin relaxation anisotropy.[127–
129] It is also worth noting that all the aforementioned theoretical works
have considered 2D models ignoring the contribution of cubic DSOI terms.
Nonetheless, we have already seen above the important role of these terms
on the SOI anisotropy in 3D QDs, so that one can also expect them to have
a relevant influence on the in-plane spin relaxation anisotropy.

Here we study the in-plane electron spin relaxation anisotropy including
all terms of RSOI and DSOI in a fully 3D model. The spin relaxation rate
is monitored by modifying the orientation of the externally applied electric
F and magnetic B fields, see figure 4.5. In particular, we consider cuboidal
GaAs QDs with different heights and base shapes in order to gain insight
into the role of three-dimensionality and QD elongation. Additionally, we
investigate QDs with various crystallographic orientations, particularly QDs
rotated around the z axis and QDs grown along the [111] crystal direction.
The latter are particularly interesting for optical spin preparation.[130] In
fact, the spin relaxation has already been extensively discussed in [111]
quantum wells,[131–133] but it is still poorly understood in zero-dimensional
structures.

The Hamiltonian describing the electronic states of such systems is as
follows:

H =
p2

2m∗
+ VQD − eF r +HZ +HCB

BIA +HCB
SIA, (4.10)

with p = −i~∇ − eA, and VQD standing for the confining potential. The
vector potential employed to define the in-plane magnetic field is A =
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Figure 4.5: Schematic representation of the cuboidal GaAs QD. The
parameters defining the system dimensions and the orientation of the
external electric and magnetic fields are indicated.

z B(sinφB,− cosφB, 0). The third term in (4.10) is the electric field po-
tential, equation (2.19), with e = −1 for electrons. The fourth term HZ

is the Zeeman splitting, equation (2.20). Finally, last two terms in (4.10)
HCB
BIA and HCB

SIA correspond to the DSOI, equation (2.22), and the RSOI,
equation (2.24), respectively.

Hamiltonian (4.10) is only valid for ZB QDs grown along the [001] crystal
direction. In order to study systems grown along other directions, new
expressions need to be derived. To this purpose, we consider the confinement
potential to be fixed in space and perform a rotation of the crystalline
structure. In this way, we guarantee the accuracy of the calculations since
the mesh always fits the cuboidal geometry in the same way independently
of the QD orientation. A rotation of the crystalline structure causes changes
in the internal coordinates and, thus, changes in the Hamiltonian. Next, we
analyze how the different terms in equation (4.10) are affected by rotations.
Since the mass of the CB is isotropic, the kinetic energy term has spheric
symmetry and is invariant under rotations. The confinement potential and
the external fields are not rotated, so their corresponding terms remain also
unaltered. As for the Zeeman term, we need to take into account that
the dot product of two vectors defined with respect to the same coordinate
system is invariant as long as they rotate simultaneously. This is indeed the
case of the magnetic field and the spin in HZ . However, HCB

BIA and HCB
SIA

do change when the crystalline structure is rotated and the expressions
introduced in section 2.3 must be recalculated.

First, we obtain the SOI Hamiltonians corresponding to an in-plane
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rotation θz around the z axis. The resulting Hamiltonians read:

H
[001]
SIA (θz) = r41Fz(σxpy − σypx), (4.11)

and

H
[001]
BIA (θz) = bCB41 cos 2θz

[
σxpx

(
p2y − p2z

)
+ σypy

(
p2z − p2x

)
+ σzpz

(
p2x − p2y

) ]
+

bCB41 sin 2θz

[
p2z(σypx + σxpy)− 2σzpxpypz +

1

2
(p2x − p2y)(σxpy − σypx)

]
.

(4.12)

Note that we have restricted ourselves to an axially applied electric field Fz
and, in such a case, the Rashba Hamiltonian (4.11) is independent of θz.

We consider next QDs grown along the [111] direction. This orientation
is reached by rotating the crystalline structure by the following Euler angles:
θ = arccos(1/

√
3), φ = 45 and α = −45. The rotated SOI Hamiltonians

have the following form:

H
[111]
SIA =

r41 Fz√
3

[σz(py − px)− σy(px + pz) + σx(py + pz)] , (4.13)

and

H
[111]
BIA =

bCB41

2
√

3

[
(p2x + p2y − 4p2z)(pxσy − pyσx) + pz(p

2
x − p2y)(σx + σy)+

2pxpypz(σx − σy)− σzp2x(px + 3py) + σzp
2
y(py + 3px)

]
.

(4.14)

Once the electron states have been calculated, the spin relaxation rate
between Zeeman-split sublevels is estimated using the Fermi’s golden rule
as explained in section 4.1.

The eigenvalue problem is solved numerically using a finite-difference
scheme. Accounting for the SOI terms, which present third-order derivatives
and are small in magnitude, requires high precision in the simulations. In
general, higher precision can be achieved by increasing either the number of
mesh points or the number of points in the discretization of the derivatives.
In our particular case, after a series of convergence tests, we have found that
a seven-point stencil central difference scheme and a number of 42875 mesh
points provides an appropriate description of the system at a reasonable
computational cost.

All calculations are carried out, unless otherwise stated, considering an
in-plane magnetic field B‖ = 1 T and an axial electric field Fz = 10 kV/cm.
The material parameters used are those of GaAs. For specific values see the
published paper in page 193.
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4.3.1 Effect of the QD geometry

First, we explore the influence of the QD shape on the electron spin relax-
ation. To this aim, we consider QDs with square (Lx = Ly = 80 nm) or
rectangular (Lx = 70 nm and Ly = 90 nm) base and with several heights
ranging from Lz = 10 nm to Lz = 40 nm. The spin relaxation rate is calcu-
lated for varying in-plane magnetic field orientation, as represented in figure
4.6(a) for three values of the magnetic field angle φB.

We note that, after a series of preliminary calculations, it is seen that
the spin relaxation is much slower when mediated by RSOI than by DSOI.
This is because our structure does not present any potential gradient, so the
relatively weak external electric field is the only factor breaking the inversion
symmetry of the system. Because of this, in figure 4.6 and hereafter the two
spin-orbit couplings are only taken into account individually.

When only RSOI is included, figure 4.6(b), the angular dependence is
completely flat for QDs with square base (solid line), but shows a clear
anisotropic behavior in rectangular dots (dashed line). In this case, 1/T1 is
maximum (minimum) when the magnetic field is oriented along the direction
of weaker (stronger) confinement. In both cases, the spin relaxation rate is
independent of the QD height within the calculated range, Lz = 10−40 nm.

On the other hand, for DSOI, figures 4.6(c) and 4.6(d), the spin re-
laxation is remarkably different for short and tall QDs, evidencing that
accounting for the three-dimensionality of the dots is critical to properly in-
vestigate the spin relaxation. In square dots with Lz = 10 nm, figure 4.6(c),
the relaxation rate does not significantly change with the magnetic field
orientation. Contrarily, the 1/T1 curves for larger QDs, Lz = 20, 30, 40 nm,
exhibit striking minima at φB = 45 and φB = 135. The same calculations
but for a rectangular QD are shown in figure 4.6(d). Now the relaxation
rate varies smoothly for all heights investigated and the sharp minima are
removed. The results for different Lz show an opposite trend, when B‖ is
along the direction of weaker confinement φB = 90 the relaxation is maxi-
mum (minimum) for tall (short) QDs. This behavior is inverted for φB = 0.

In order to understand the results found in figure 4.6(b) we need to
analyze the degree of spin admixing of the states involved in the transition.
A perturbative analysis1 shows that the spin mixing originates from the
coupling between the ground state ψ000 and the excited states ψ100 and ψ010,
where the three numbers in the subscript represent in this order the number

1 The details are omitted here for brevity but the reader can find them in the publi-
cation (see page 193).
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Figure 4.6: (a) Schematic drawing of the QD base (squared or rect-
angular) showing the relative orientation of the magnetic field for
three specific angles φB = 0, 90, 180. (b) Electron spin relaxation rate
as a function of the magnetic field orientation considering only RSOI.
QDs of 10 nm height with square (solid line) and rectangular (dashed
line) base are considered. (c) 1/T1 versus φB in QDs with square base
when only DSOI is taken into account. Various dot heights are stud-
ied: Lz = 10 nm (black solid line), Lz = 20 nm (blue dashed line),
Lz = 30 nm (red dash-dotted line), and Lz = 40 nm (green dotted
line). (d) Same as in panel (c), but for a rectangular base QD.

of nodes in the x, y and z direction. The specific excited state that couples
with the ground state is determined by the magnetic field orientation. Then,
square QDs, where both in-plane directions are equivalent, give rise to an
isotropic behavior. For dots with rectangular base, instead, the excited
state with a node in the direction of weaker confinement becomes closer in
energy, justifying the spin relaxation anisotropy seen for varying φB.

To analyze the case of DSOI we split Hamiltonian (2.22) as HCB
BIA = Hz+

Hxy, with Hz = bCB41 p2z(py σy−px σx) and Hxy = Hx+Hy = bCB41 [p2x(pz σz−
py σy) + p2y(px σx − pz σz)], and perform calculations considering them indi-
vidually (not shown). For QDs with Lz = 10 nm Hz dominates, as expected
for quasi-2D systems. Then, the flat 1/T1 dependence for square QDs and
the minimum at φB = 90 for rectangular ones can be justified following the
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same perturbative study for Hz as for RSOI. As the dot height is increased,
Hxy soon takes over Hz as the dominant contribution. The individual Hx

and Hy terms show opposite behavior. Hx presents maximum (minimum)
1/T1 for φB = 90 (φB = 0) and Hy for φB = 0 (φB = 90), independently
of the base shape. In rectangular QD, the different confinement strength in
each in-plane direction determines which term, Hx or Hy, predominates, so
the spin relaxation exhibits its dependence with φB. For square QDs, Hx

and Hy cancel each other out at φB = 45 and φB = 135, originating the
minima found in figure 4.6(c) at these angles.

4.3.2 In-plane rotation of the QD

In this section, we investigate the effect of rotating the QD confinement
potential with respect to the crystalline structure on the spin dynamics.
The rotation angle θz is defined between the x axis of the dot and the
[100] crystal direction, as represented in the inset of figure 4.7(a). The QDs
considered are the same as the ones with square base in section 4.3.1 with
heights Lz = 10 nm and Lz = 20 nm.2 The in-plane magnetic field is kept
still at φB = 0 in all cases.

The spin relaxation versus θz when only RSOI is taken into account
is shown in figure 4.7(a). The results are exactly the same for both dot
heights. As expected from equation (4.12), which does not depend on θz,
the magnitude of 1/T1 remains unaltered with the system rotation.

Conversely, for pure DSOI the spin relaxation rate as a function of the
rotation angle presents an anisotropy with a 45◦ periodicity, showing pro-
found minima at θz = 0, 45, 90, see figure 4.7(b). At these particular angles,
the value of the relaxation rate drops approximately five orders of magni-
tude. This behavior can be explained from the form of the Hamiltonian
(4.14) if one notices that half of the terms depend on sin 2θz and the other
half on cos 2θz. Consequently, for θz = 0, 90 the first part of (4.14) vanishes
and for θz = 45, 135 the second one, thus originating the quenching of the
spin mixing and, by extension, of the relaxation rate.

It is interesting to note that the suppression of the spin relaxation at
specific rotation angles is caused by Hxy, while Hz is completely flat, see the
inset of figure 4.7(b). This fact stresses the important role of cubic DSOI
terms in the SOI anisotropy even in flat structures, Lz = 10 nm.

2 Rectangular QDs show the same qualitative trends and are omitted here for the sake
of brevity.
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Figure 4.7: Spin dynamics as a function of the QD orientation for
(a) pure RSOI and (b) pure DSOI in QDs with square base. Two dot
heights are studied: Lz = 10 nm (red solid line) and Lz = 20 nm (blue
dotted line). The magnetic field is directed along the x axis (φB = 0)
in all calculations. The inset in panel (a) depicts an illustration of the
system in which the rotation angle θz is defined. The inset in panel
(b) shows 1/T1 when the DSOI Hamiltonian is split into Hxy (solid
line) and Hz (dashed line) for the dot with Lz = 10 nm.

Once we have studied the influence of geometry and in-plane QD orien-
tation on the spin relaxation anisotropy, we are in a position to make sense
of the results reported in the experiments of Scarlino et al. [126]. They
measured the spin lifetime for rotating in-plane magnetic field and found a
180◦ periodicity with a small deviation of the extrema from the theoretical
[110] direction. The periodicity was ascribed to the QD elongation assum-
ing RSOI and DSOI to have the same weight, and the deviation from [110]
to the misalignment of the dot principal axes with respect to the crystal-
lographic main directions as well as to the RSOI to DSOI strength ratio.
These two last factors are unknown in the experimental setup.

We investigate the effect of QD base elongation and in-plane rotation in
the angle at which the relaxation rate becomes minimum, φminB . The cubic
DSOI terms that were ignored in their analysis, are taken into account here.
In addition, the coefficient r41 has been changed to make RSOI as strong
as the linear DSOI term Hz, i.e. r41 = bCB41 〈p2z〉/Fz.

Figure 4.8 illustrates φminB versus the QD orientation θz. Calculations
are carried out for dots with Lx = 80 nm and Ly = 80, 90, 110, 150 nm.
The results for a strongly elongated QD (green dotted line) shows that φminB

takes place when B‖ points approximately along [110], which is consistent
with the results of Scarlino et al. [126]. We attribute the small deviations
observed to the cubic DSOI terms. As the elongation is reduced, these
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Figure 4.8: Magnetic field angle at which the 1/T1 curve presents a
minimum as a function of the in-plane dot orientation θz. QDs with
Lx = 80 nm, variable Ly and Lz = 10 nm are considered. The Ly

studied are: Ly = 80 nm (black solid line), Ly = 90 nm (blue dashed
line), Ly = 110 nm (red dash-dotted line), and Ly = 150 nm (green
dotted line). The values of φB corresponding to characteristic crystal
directions [110], [110] and [110] are indicated as gray dashed lines for
reference.

deviations become much larger and the behavior with θz richer. In this
case, the minimum relaxation is found when the magnetic field is along
[110] only for θz = 0, 45, 90, and rapidly deviates for other orientations.
As can be seen in figure 4.8, for 0 < θz < 45 it is found when B‖ is along
[110] and for 45 < θz < 90 when is along [110]. This behavior can be
understood considering the inset of figure 4.7(b). When θz = 0, 45, 90 the
linear DSOI term Hz dominates, while Hxy takes over for any other θz.
Then, the assumption of RSOI and Hz of similar strength to interpret the
deviations of the electron spin relaxation is no longer valid. This stresses
the important role of DSOI cubic terms in SOI anisotropy if the QDs are
not strongly elongated.

4.3.3 [111] grown QDs

Lastly, we explore the spin dynamics as a function of the in-plane magnetic
field orientation in the same square QD system as in section 4.3.1,3 but now
considering the dot is grown in the [111] crystal direction. The results for
three different QD heights, Lz = 10, 20, 30 nm, are depicted in figure 4.9.

3Rectangular dots yield the same qualitative behavior, the only difference is that the
minima is slightly shifted for pure DSOI.
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Figure 4.9: 1/T1 versus φB in square QDs grown along the [111]
crystallographic direction. Simulations considering (a) pure RSOI and
(b) pure DSOI are presented for three dot heights: Lz = 10 nm (black
solid line), Lz = 20 nm (blue dashed line), and Lz = 30 nm (red dotted
line).

Overall, a moderate increase in the spin relaxation rate is found in [111]
grown QDs, figure 4.9, in comparison to [001] QDs, figure 4.6. Interestingly,
both spin mixing mechanisms show the same angular dependence. That is,
a periodicity of 180◦ with sharp minima at φB = 135 and φB = 315. The
qualitative trend is the same for the three QD heights studied, with the
only difference that 1/T1 increases for RSOI while it decreases for DSOI.
Therefore, since the difference in magnitude is relatively small, the dominant
coupling depends on the height of the QD.

The identical dependence observed for both SOIs is due to the formal

equivalences between H
[111]
SIA and H

[111]
BIA , as already discussed in literature for

quantum wells.[131, 134] As for the strong suppression of the spin relaxation
at φB = 135 and φB = 315, it can be justified if one notices that at these
specific angles the canonical momenta px = −i~ d/dx+ zB sinφB and py =
−i~ d/dy − zB cosφB are exactly equal in magnitude since Lx = Ly. As a
result, the first term in equation (4.13) and several terms in equation (4.14)
cancel out, giving rise to a sharp decrease in 1/T1.

4.4 Hole spin relaxation in InAs/GaAs quantum
dot molecules

Quantum dot molecules are ensembles of two QDs which are close enough
to couple via tunneling. The coherent tunneling leads to the formation of
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Figure 4.10: Drawing of the DQD cuboidal system. The dimensions
of the QDs and the variables corresponding to interdot barrier thick-
ness, d, and the shift in opposite directions along the x direction, ∆x,
are indicated. Dashed lines represent the DQD with misalignment.

states delocalized over the entire system that are truly molecular in nature,
analogously to the hydrogen molecule. In general, they present the same
properties as the constituent single QDs, but with the important advantage
of being more versatile. That is, the localization of the wave function can be
tuned by modifying the intensity of an externally applied electric field.[135–
138] Therefore, one can change from an atomic-like state that is confined
in one QD for large electric fields, to a fully molecular-like state when the
energy of the QDs is modulated to be the same in both of them.[138] This
clearly offers an additional control mechanism that might be very useful in
the development of applications. For instance, quantum dot molecules have
been suggested as a way to use independent optical transitions for spin
preparation, manipulation and readout,[139] as well as in multiple qubit
architectures.[140]

In particular, in this section we discuss the hole spin relaxation in a ver-
tically coupled double quantum dot (DQD) formed by two identical InAs
cuboidal dots embedded in a GaAs matrix, see drawing in figure 4.10. We
consider systems with various relative positions of the individual QDs in
order to assess the effect of different tunneling regimes and dots misalign-
ments. The parameters that control the geometry of the structure are the
interdot separation, d, and the offset along the x direction, ∆x. It is obvious
that to properly describe such a system, a 3D model is indispensable.

The four-band Hamiltonian describing the hole states in a DQD under
an external electric field F = (0, 0, Fz) and a magnetic field B = (0, 0, B0),
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both applied along the growth direction, reads:

H = HLK
ZB +HB + (VQD + e Fz z) I +HV B

BIA, (4.15)

where HLK
ZB is the Luttinger-Kohn Hamiltonian, equation (A.1). HB stands

for the terms coming from the implementation of the magnetic field obeying
the procedure introduced in section 2.2.2 for the VB. The third and fourth
terms in (4.15) are the confining potential VQD and the electric field poten-
tial (see section 2.2.1), respectively. Finally, the last term in the Hamilto-
nian stands for the DSOI, equation (2.23). Note that RSOI is disregarded
here because preliminary calculations (not included) showed its negligible
influence. This is due to the minimal asymmetry of the system in the growth
direction under resonant electric fields.

The hole spin relaxation rate between Zeeman-split sublevels is com-
puted by means of the Fermi’s golden rule following the procedure described
in section 4.1. Both lh-hh coupling and DSOI sources of spin admixing are
taken into account in the scattering processes mediated by acoustic phonons.

The multi-band Hamiltonian (4.15) is integrated numerically by using
the finite differences method. A 5-point stencil central difference scheme
is employed since a series of convergence tests yielded the desired accuracy
while maintaining a reasonable computational cost. On account of using
a constant-mass model, all parameters used in the simulations correspond
to InAs, except for the ones defining the phonons where parameters of the
GaAs matrix are considered, as we assume bulk phonons.

We investigate the dependence of the spin relaxation on the electric
field strength Fz in a DQD with strong tunneling, d = 3 nm. Figure 4.11
illustrates the energy spectrum and hole spin lifetime in DQDs with two
different relative positions of the constituent dots: aligned (left panels) and
misaligned (right panels). The displacement of the QDs takes place along
the x direction by an offset ∆x = 3.3 nm as represented in figure 4.10, which
is relatively big but still realistic.[141] The investigated transition between
the spin-split sublevels of the ground state is indicated by orange arrows
in the energy spectra.4 The wave function of these sublevels present hh
character, as expected of flat systems. Therefore, the transition takes place
from states with Jz = +3/2 (⇑ in figure 4.11 insets) to states with Jz = −3/2
(⇓). All calculations are performed considering an uniform axial magnetic
field B0 = 2 T.

To begin with, we focus on the energy spectra (top panels in figure 4.11).
For both alignments, we observe a clear anticrossing at Fz = 0 between the

4 Notice that the VB has negative energies, so that the ground state corresponds to
the state with lowest absolute value of energy.
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two lowest-lying states. The origin of this anticrossing lies in the change
of localization of the wave function when varying Fz. As represented in
the insets of figures 4.11(a) and 4.11(b), for large negative Fz the wave
function is mainly localized at the bottom (top) QD for the ground (first-
excited) state, while the situation is inverted for positive Fz. We see that the
magnitude of this charge transfer anticrossing is smaller in the misaligned
case as a consequence of the weaker tunneling between the dots.[141] It
is also worth mentioning that, since the two QDs are identical in size, in
the absence of an external electric field the dots are in resonance and the
wave function is equally delocalized over the entire structure, i.e. we have
molecular-like states.

As for the hole spin relaxation (bottom panels), two series of calculations
are carried out: one taking into account only the Luttinger-Kohn Hamilto-
nian HLK

ZB (black solid line), and the other including also the contribution
of DSOI (blue dashed line). For both alignments the dependence of the
relaxation time with the electric field is similar. When only the lh-hh spin
mixing is considered, the spin relaxation time is maximum for molecular
states, Fz = 0, and decreases as the states become more atomic-like at fi-
nite Fz. When the DSOI mechanism of spin mixing is added to the model,
T1 is obviously diminished. The lifetime reduction is about one order of
magnitude for molecular states and somewhat less for finite Fz. In addi-
tion, now the T1 curve at Fz = 0 is smoothed, becoming almost flat. With
regard to the misalignment, we observe two main effects: an overall reduc-
tion of about one order of magnitude for both situations studied, HL and
HBIA, and a faster decrease of T1 with Fz for HL. Both differences are also
attributed to the fact that the molecular states disappear at smaller electric
fields due to the weaker tunneling.

To justify the above results we need to analyze the degree of spin mix-
ing in each situation. Other factors influencing T1, such as the density of
phonons, are not relevant since all calculations are performed at the same
magnetic field. The strength of the SOI is related to the symmetry of the sys-
tem. In general, a lowering in symmetry implies the activation of new mixing
channels and, thus, an enhancement of the scattering mechanisms.[33] The
symmetry of the system for the most relevant situations is indicated in fig-
ures 4.11(c) and 4.11(d) taking into account the ZB crystal structure, the
confining potential and the presence of an axial magnetic field. An aligned
homonuclear DQD considering only lh-hh mixing (HL) has C4h symmetry.
The inclusion of an electric field breaks the parity symmetry in z, reducing
the system symmetry to C4, which justifies the decrease in T1 with Fz. If
we include the DSOI instead, the descent in symmetry is more important
(C2) and, consequently, the hole spin relaxation quenching is larger. Finally,
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Figure 4.11: (a-b) Hole energy spectra and (c-d) hole spin lifetimes
as a function of the electric field intensity Fz for a InAs/GaAs DQD
in the strong tunneling regime, d = 3 nm. Top panels include orange
arrows indicating the investigated transition, and insets showing the
localization of the wave function and its dominant component: Jz =
+3/2 (⇑) or Jz = −3/2 (⇓). Bottom panels illustrate T1 calculated
by considering: only HLK

ZB (black solid line HL), i.e. lh-hh coupling,
or both HLK

ZB and DSOI Hamiltonian HV B
BIA (blue dashed line HBIA).

Labels denoting the symmetry point group have also been added.
Lastly, left (right) panels correspond to aligned (misaligned) QDs.

adding an external electric field to the HBIA case does not further reduce
the system symmetry and a flat dependence is obtained. On the other hand,
in the DQD with misalignment the combination of the confining potential
and the magnetic field lifts all symmetries, group C1. This explains the
reduction in the hole spin lifetime by one order of magnitude or more com-
pared to the aligned case. Introducing an electric field or the DSOI to the
model cannot reduce the symmetry further, but it improves the efficiency
of the scattering by opening new channels of mixing, thus making T1 even
shorter.

Calculations for a DQD with weaker tunneling, d = 9 nm, have been also
carried out. The complete results are not included here for brevity, since
they are qualitatively the same as the ones for strong tunneling, but can
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be found in the article (page 227). The hole spin lifetimes are of the same
order of magnitude as those in figure 4.11 and also exhibit maximum T1 for
molecular states, Fz = 0. Nevertheless, the range of electric fields presenting
enhanced lifetimes is now much narrower due to the weaker tunneling.

4.5 Control of electron spin-orbit anisotropy in
pyramidal QDs

To close this chapter we investigate another experimental signature of SOI
in semiconductor QDs, particularly the emergence of spin anticrossings in
the energy spectrum. The magnitude of the gap opened at the anticross-
ing is known to be proportional to the SOI intensity,[142–144] offering the
possibility to study the intrinsic anisotropy of RSOI and DSOI.

In relation to this, a experimental work by Takahashi et al. [116] reported
a strong in-plane SOI anisotropy in InAs self-assembled QDs by measuring
the size of the anticrossings as an external magnetic field is rotated. They
found a dependence on the magnetic field azimuthal angle φ that fits the
form of an absolute cosine function with an offset φ0, i.e. f(φ) ∝ | cos(φ−
φ0)|. In the same publication it was suggested that the origin of this offset
might be a consequence of the QD elongated pyramidal geometry along with
the contribution of only RSOI. Subsequently, a theoretical study by Nowak
et al. [145] proposed an alternative origin. They attributed the offset to
the combined action of both RSOI and DSOI in elongated QDs, and not
solely to RSOI. The model they used consists in a cuboidal QD in which the
confinement potential is taken as separable, V (r) = Vx(x) + Vy(y) + Vz(z).
All results discussed throughout the preceding sections of this chapter have
pointed out the crucial role of the geometry on the SOI strength, hence
one wonders if using a simplified cuboidal system is enough to describe the
behavior of realistic pyramidal QDs.

In view of the above, we investigate here the dependence of the anti-
crossing energy, EAC , on the in-plane magnetic field orientation, φ, in a
QD with similar geometry to the one used in the experiments of reference
[116]. It consists in an uncapped InAs pyramidal QD grown on top of a
GaAs wetting layer. Uncapped dots are usually oxidized on the surface, so
the tip may acquire an insulating character and, thus, a truncated structure
offers a more realistic description than a pyramidal one.[146] In addition,
the base of the QD is rectangular with the longer side along the [100] crys-
tallographic direction. A schematic drawing of the QD modeled is depicted
in figure 4.12(a) together with all system dimensions.
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Figure 4.12: (a) Schematic representation of the uncapped pyra-
midal InAs QD grown on top of a GaAs wetting layer. The specific
dimensions of the modeled geometry are indicated as well as the ori-
entation of the magnetic field. The truncated pyramid is defined as
having the upper base 0.6 times the size of the lower one. (b) Energy
spectrum as a function of the magnetic field strength (φ = 0) in the
absence of SOI. The orbitals are labeled with its symmetry and spin
orientation for B = 0 and no SOI. The inset is a zoom-in of the region
marked by the red dashed box when both SOIs are activated.

The electronic states of such a system in the presence of an axial electric
field and an in-plane magnetic field are described by employing the following
constant-mass 3D Hamiltonian:

H =
p2

2m∗
+ V (r)− eF r +HZ +HCB

SIA +HCB
BIA, (4.16)

where p = −i ~∇ − eA and e = −1. The in-plane magnetic field B =
B(cosφ, sinφ, 0) is defined by the vector potential A = z B(sinφ, cosφ, 0),
with φ being the azimuthal angle with respect to the x axis as represented
in figure 4.12(a). The terms in equation (4.16) are, in this order, the kinetic
energy (equation (2.20)), the confining potential, the external electric field
(equation (2.19)), the Zeeman splitting (equation (2.20)), the RSOI Hamil-
tonian (equation (2.24)), and the DSOI Hamiltonian (equation (2.22)).

Hamiltonian (4.16) is solved using a finite-difference method on a reg-
ular 3D grid. Simulations are carried out taking the experimental effective
g-factor instead of the bulk one, which is consistent with the observed g-
factor reduction due to confinement. The axial electric field is estimated to
be Fz ≈ −15 kV/cm from the supplemental material of [116]. In addition,
unless otherwise stated we assume the QD to have a composition of 66 %
In, accounting for the diffusion of Ga atoms from the wetting layer into
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Figure 4.13: Anticrossing energy EAC vs. magnetic field azimuthal
angle φ. Calculations are performed including only RSOI (red dashed
line), only DSOI (blue dotted line), and both RSOI and DSOI (black
solid line).

the QD. Similar alloy compositions have been found experimentally in InAs
self-assembled QDs.[147, 148] Consequently, the system parameters are cal-
culated as the linear interpolation from the pure InAs and GaAs material
parameters.

4.5.1 Angular dependence of the SOI

As mentioned above, we analyze the anticrossing energy EAC for varying
magnetic field orientation φ. We consider the intersection of states marked
by a red dashed box in figure 4.12(b), where the energy spectrum in the
absence of SOI is shown. We see that no avoided crossing between the states
emerges. This is due to the different symmetry of the states involved, which
are labeled in the plot according to their orbital symmetry (C2v point group)
and spin orientation at B = 0. Nevertheless, when the SOI is included the
symmetry is reduced and an anticrossing appears, see inset in figure 4.12(b).
The size of the opened gap is defined as the anticrossing energy EAC .

In figure 4.13, we summarize the dependence of the spin anticrossing
energy on φ when DSOI and RSOI are considered individually and also
simultaneously. The results clearly evidence the strong anisotropy of the two
SOI mechanisms. When only RSOI is taken into account, EAC is maximum
(minimum) for a magnetic field oriented along the x axis, φ = 0 (y axis,
φ = 90). If only DSOI is considered, instead, the behavior is the opposite.
Including both couplings at the same time gives rise to a curve with similar
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form to the ones obtained for the individual cases, but the singular points
are no longer found for B pointing toward the main axes of the QD. The
anticrossing energy vanishes exactly at the point where the two individual
curves cross, indicating that the two terms cancel each other out. Based on
this fact and after analyzing figure 4.13 carefully, it can be inferred that the
curve including both terms can be derived from the absolute value of the
addition or subtraction of the curves for the individual SOI mechanisms.
The angular dependence of EAC can be fitted well using the absolute value
of a cosine function with an offset φ0, i.e. EAC ∝ cos(φ − φ0). Since the
minimum of the function is determined by the crossing of the individual
curves, the magnitude of φ0 depends on the relative strength of the RSOI
and DSOI contributions.

These results demonstrate the need of considering both SOIs for the
offset φ0 to exist. This is qualitatively the same behavior found by Nowak
et al. [145], thus confirming the validity of their simplified cuboidal model
in explaining the origin of the offset.

4.5.2 Effect of the QD composition and height

From the point of view of taking advantage of the SOI anisotropy in the
development of spin-based applications, knowing under which circumstances
the SOI vanish is of vital importance. For instance, it may be useful in spin
control protocols and also in hindering spin decoherence mechanisms. In this
regard, we investigate how the EAC dependence is affected by two factors,
namely the diffusion of the matrix material into the QD and the dot height.

Diffusion effects are generally relevant in InAs/GaAs self-assembled QD
islands, leading to important variations in their composition.[147, 148] In
figure 4.14(a), we consider four InxGa1−xAs alloys with a uniform concentra-
tion ranging from 50 % In to 100 % In. We observe that when the diffusion
of Ga atoms becomes more important, the maximum in EAC decreases and
the angle at which SOI vanish is moved towards lower values. This behav-
ior can be justified taking into account the values of the SOI coefficients.
On one hand, the DSOI coefficients are similar for both materials, so its
strength does not vary noticeably when changing the alloy composition. On
the other hand, the InAs RSOI parameter is approximately 23 times higher
than the GaAs one. As a consequence, increasing the Ga content results
in weaker RSOI, thus shifting the angle where the anticrossing disappears
towards the DSOI limit, φ = 0.

Next, various QD heights are investigated in figure 4.14(b): Lz = 10, 15,
20 nm. A clear modulation of the overall SOI strength and the φ0 value with
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Figure 4.14: Anticrossing energy EAC as a function of the magnetic
field in-plane orientation for various (a) QD compositions and (b) QD
heights. In panel (a) results for four QDs with different In content are
shown: 100 % In (black solid line), 90 % In (red dashed line), 66 % In
(blue dotted line), and 50 % In (orange dash-dotted line). Panel (b)
presents the EAC dependence for QDs with a height of 10 nm (black
solid line), 15 nm (red dashed line), and 20 nm (blued dotted line).

Lz is found. Taller (shorter) dots give rise to smaller (larger) gaps and the
cancellation angle is shifted towards larger (smaller) values. The effect of Lz
can be explained if one analyzes the form of the SOI Hamiltonians. In the
pyramidal QDs considered, the confinement along the z direction is stronger
than in the xy plane, so that the dominant term in the DSOI Hamiltonian,
equation (2.22), is bCB41 k

2
z (σyky − σxkx). Consequently, changes in the QD

height modify the strength of DSOI approximately as HBIA ∝ 〈k2z〉 ∝ 1/L2
z,

while the RSOI Hamiltonian, equation (2.24), remains unaltered. Therefore,
an increase in Lz weakens the DSOI while RSOI remains roughly the same,
thus leading to smaller anticrossing gaps and the zero SOI angle is shifted
towards the RSOI limit, φ = 90.

4.6 Summary

In this chapter we have studied the spin relaxation of electrons and holes,
paying special attention to the SOI as a source of spin admixture, which
allows the energy relaxation in the phonon bath. To this end, we have
developed truly 3D models, going beyond the commonly employed quasi-
2D simplified descriptions. Both semianalytic integration of Hamiltonians
with harmonic confining potential, appropriate to describe ellipsoids of ar-
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bitrary shapes, and highly accurated numerical integration of Hamiltonians
for pyramidal or cuboidal QDs have been carried out. Our numerical re-
sults reveal the need of including all three spatial dimensions for a proper
description of the studied phenomena, since the physics of 3D systems, e.g.
typical self-assembled dots or core-shell nanocrystals, cannot be inferred
from that of flat systems modeled with quasi-2D simplified Hamiltonians.
With our model we have been able to describe the highly anisotropic char-
acter of the spin relaxation with respect to the QD aspect ratio and the
orientation of external magnetic fields for various crystal growth directions,
the high sensitivity to alignment in QD molecules, etc., so that some appar-
ent, previously reported, contradictory results have been harmonized and
experimental results theoretically rationalized.





CHAPTER 5
Strain and piezoelectricity in
wurtzite and polytype QDs

In the previous chapter, we have seen the crucial role of strain and piezo-
electricity as the main carrier-phonon coupling mechanism in spin scattering
processes induced by SOI in QDs. Nevertheless, the influence of these phe-
nomena is not restricted to the field of spin dynamics. Indeed, both strain
and piezoelectricity can lead to important changes in the electronic and op-
tical properties of confined systems. Thus, understanding and controlling
their effects is critical for the fabrication of novel QD-based devices.

Strain in semiconductor nanostructures is caused by the mismatch of
the lattice constants of the constituent materials. In most applications
strain is undesirable since it may originate interface defects that reduce
PL efficiency.[149, 150] However, it also offers the opportunity to tailor the
system properties by means of strain engineering. For instance, strain can
be used to modify the CB and VB energies in order to induce changes in
the band alignment of the materials, such as an indirect-to-direct band gap
transition in germanium,[151] or from a type-I to a type-II heterostructure
in CdTe/ZnSe QDs.[152] In addition, strain has also been used to change
the VB ground state character between lh and hh in excitons.[153] As for
the strain-induced piezoelectric fields, they are known to impact the spatial
separation between electrons and holes in colloidal QDs which, in turn,
may affect the exciton lifetimes,[154, 155] e-h exchange interaction,[156]
and other properties relevant for opto-electronic devices.[1]

Piezoelectricity emerges in non-centrosymmetric crystals, e.g. ZB and
WZ, when the structure is under strain or stress. Due to symmetry con-
siderations, ZB presents quadrupole piezoelectric polarization, while WZ
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presents a stronger dipolar polarization.[157] Moreover, WZ crystals have an
additional contribution to the total polarization, the so-called spontaneous
polarization, Psp. As a consequence, piezoelectric effects are, in general, far
more important in WZ QDs than in ZB ones. In fact, typical piezoelectric
fields in WZ materials are larger than 106 V/cm, an order of magnitude
stronger than in ZB.[158]

The spontaneous polarization in heterostructures is stronger when the
constituent materials have very different Psp parameters. Hence, this phe-
nomenon is expected to be especially relevant in polytype QDs. Such novel
semiconductor structures are synthesized by growing alternate segments of
WZ and ZB phases, i.e. alternating regions where spontaneous polarization
is present with others where it is absent. As a result of the abrupt changes
in Psp at the WZ/ZB and ZB/WZ interfaces, one expects polytype systems
to exhibit strong polarizations that give rise to important built-in electric
fields. In spite of this, most theoretical works dealing with polytype QDs
have neglected this effect,[20, 159, 160] so that further studies are required
in order to gain a deeper understanding.

In light of the above, we investigate the role of strain and piezoelectricity,
including Psp, in WZ and polytype QDs. In particular, we focus on the
behavior of excitons in colloidal CdSe/CdS nanocrystals and GaAs polytype
QDs. We find out that piezoelectricity in core-shell colloidal structures and
spontaneous polarization in polytype QDs are efficient mechanisms of charge
separation for large enough systems. The spatial separation of electrons
and holes governs the e-h overlap and, in turn, the exciton lifetime, thus
representing a new degree of freedom for engineering nanodevices with the
desired properties. The contents of the present chapter are based on the
results of two articles, which can be consulted in pages 235 and 245.

5.1 Piezoelectric control of exciton wave function
in wurtzite QDs

Excitons are bound states composed of an electron and a hole that are
attracted to each other by the electrostatic Coulomb interaction. Conse-
quently, the spatial separation between electrons and holes strongly affects
many exciton properties, e.g. exciton emission lifetime,[154] Auger recom-
bination rate,[161, 162] and e-h exchange interaction,[156] to name a few.

In colloidal core-shell nanocrystals the localization of the carriers has
been typically tailored by means of band gap engineering. That is, electrons
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and holes can be confined into the core or the shell by properly combining
materials with different band gap. Depending on the material combination
we can have both carriers in the core (type-I band alignment), both in the
shell (inverted type-I), one in the core and the other in the shell (type-II),
and also one in the core and the other delocalized over both core and shell
(quasi-type-II).

Additionally, in systems with large lattice mismatch strain has also
been proposed as a mechanism to control carriers separation. In such a
case, strain produces shifts of different magnitude in the band edges of core
and shell materials, leading to transitions from one band alignment to an-
other. This control mechanism has been investigated in CdTe/ZnSe,[152]
CdSe/CdTe,[163] and ZnSe/ZnTe nanocrystals,[164] among others. How-
ever, it cannot be efficiently employed in CdSe/CdS QDs owing to their
weak strain, hence the e-h separation in such structures has been tradi-
tionally controlled by quantum confinement. This is unfortunate because
this system is particularly of interest due to their monodispersity, narrow
emission linewidth, reduced blinking and high PL quantum yield.[165, 166]
Nevertheless, a recent experiment in a “giant” CdSe/CdS rod-in-rod sys-
tem has reported extremely long exciton lifetimes as a consequence of a
relatively strong strain-induced piezoelectric field.[155] One then wonders if
piezoelectricity may be also important in other CdSe/CdS systems and, if
so, under which circumstances.

In this section, we explore how strain and piezoelectricity1 affect the
exciton wave function in 3D dot-in-dot WZ CdSe/CdS nanocrystals. We
describe electrons and holes using a 2- and 6-band k·p Hamiltonian, respec-
tively, taking into account strain and piezoelectricity within the continuous
elastic theory, as discussed in section 2.4. The position-dependent Hamil-
tonian for electrons reads:

He = p
1

2m∗
p + VQD +HWZ

ε,CB +Hpz, (5.1)

where m∗ is the electron effective mass, p = −i~∇ and VQD stands for the
confining potential. HWZ

ε,CB represents the strain Hamiltonian for the WZ
CB, equation (C.4), and Hpz represents the diagonal piezoelectric potential,
equation (2.41). The Hamiltonian for holes is as follows:

Hh = HWZ + VQD +HWZ
ε,V B +Hpz. (5.2)

Here, HWZ is the six-band Hamiltonian describing the WZ VB, equation
(A.4). HWZ

ε,V B denotes the WZ strain Hamiltonian for holes, equation (C.5),
while Hpz is the same as for electrons, but using hole’s charge.

1For simplicity, the contribution of the spontaneous polarization is disregarded since
preliminary results show that it does not change the qualitative trends.
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The Coulomb interaction between electrons and holes is taken into ac-
count by iteratively solving the Schrödinger-Poisson equation. First, we
solve the independent single-particle problem for the CB. Next, the calcu-
lation is carried out for the VB including the electron charge density from
the previous step via the Poisson equation, equation (2.36). Then, equation
(5.1) for electrons is solved again, but now incorporating the calculated hole
charge density. Lastly, this procedure of alternately solving electrons and
holes considering the charge density of the other carrier from the previous
step is repeated until convergence is reached.

Hamiltonians (5.1) and (5.2), and the Poisson equation are solved us-
ing the commercial software Comsol 4.2, which employs the finite elements
method in a 3D mesh. Material parameters are given in the Supplementary
Material of the article, page 245.

5.1.1 Spheroidal dot-in-dot systems

We start investigating systems of spheroidal shape in which CdSe core and
CdS shell are equally elongated. Three different structures are considered:
spherical, figure 5.1(a), prolate, figure 5.1(b), and oblate, figure 5.1(c).

Analyzing the form of the polarization vector for WZ materials, equation
(2.40), it can be seen that the usually larger diagonal strain components
appear only in the Pz component. Thus, one expects polarization effects to
be more important along the c-axis. Because of this, we study the potential
profiles along the growth direction z, figures 5.1(d-f). Black dashed lines
indicate CB and VB confining potentials for reference. The total potential
V tot = VQD + Vstr + Vpz for each subband is also depicted as solid lines of
different colors.

In general, we find a similar behavior for the three geometries. For the
CB, orange curve, we observe that the core potential well becomes shal-
lower and the core bottom develops a built-in electric field of approximately
15 mV/nm. The potential of the shell is increased by Vstr and Vpz at one
side of the well, while it is decreased at the other one. Remarkably, the
potential minima, indicated by red arrows in the plots, are lower in energy
than the core bottom, thus favoring the leakage of electrons into the shell.
As for the VB, subbands A, B and C are represented as red, green and blue
curves, respectively. In this case, the core bottom is moved upwards, orig-
inating a deeper well. A built-in electric field similar to that in the CB is
also present. Holes are pushed towards the contrary direction compared to
electrons provided their opposite charge sign, thus favoring e-h separation.
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Figure 5.1: Schematic drawing of (a) spherical, (b) prolate, and
(c) oblate CdSe/CdS core-shell nanocrystals. The c-axis is indicated
together with the core radii R(⊥,z) and shell thicknesses H(⊥,z). (a)
R⊥ = Rz = 2 nm and H⊥ = Hz = 7 nm. (b) Same as (a) in the in-
plane direction and Rz = 1.3R⊥ and Hz = 1.3H⊥. (c) Same but with
Rz = 0.7R⊥ and Hz = 0.7H⊥. Panels (d) to (f) show the CB and VB
potential profiles along the z direction for the (d) spherical, (e) prolate,
and (f) oblate systems. The plots include the confining potential
(black dashed line), and the total potential for the CB (orange line),
A-band (red line), B-band (green line), and C-band (blue line).

The potentials in the shell are also similar to those in the CB, but now
the potential well remains deep enough to guarantee the localization of the
holes inside the core.

In order to understand the origin of this behavior we show in figure 5.2
the individual effect of strain and piezoelectricity. The potentials shown
correspond to the CB, but are also extensive to the VB. We see that strain
Vstr, figure 5.2(a-c), increases the energy inside the core, while in the shell
it decreases the energy in a small region next to the interface. This explains
the shallower well found for the CB. The piezoelectric potential Vpz, figure
5.2(d-f), forms a dipole due to the accumulation of charges of opposite
sign on each CdSe/CdS interface, and a linear built-in electric field in the
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Figure 5.2: (a-c) Vstr and (d-f) Vpz along the c-axis of the WZ
structure. Results for spheric (left column), prolate (central column),
and oblate (right column) are presented.

core. Obviously, the potential created in the shell by these charges has
opposite sign at each side of the core, and its magnitude is large enough
to compensate the CB core well depth, allowing electron delocalization. It
is also interesting to notice that the core electric field is larger (smaller) in
prolate (oblate) systems. Indeed, in oblate QDs the electric field can even
change sign, as can be observed in figure 5.2(f).

The dependence of the polarization field on the QD geometry can be
justified by analyzing the axial and in-plane strain components εz and ε⊥,
respectively. Figure 5.3 illustrates the values of εz and ε⊥ in the cut plane
xz for the three geometries. The polarization along the c-axis is given by
Pz = e31(εxx + εyy) + e33 εzz. Since e33 ≈ −2e31, the sign of the polarization
is determined by the relative magnitude of ε⊥ and εzz. In figures 5.3(a)
and 5.3(d), spheric system, the compressive strain in the core is slightly
anisotropic with |εzz| > |ε⊥|, which yields a small negative Pz. In prolate
nanocrystals, figures 5.3(b) and 5.3(e), the strain εzz increases further, ex-
plaining the strongest Pz and Vpz. Finally, in oblate systems, figures 5.3(c)
and 5.3(f), εzz in the core decreases while ε⊥ increases. In fact we have
|εzz| < |ε⊥|, yielding a positive polarization Pz that justifies the sign rever-
sal in figure 5.2(f).

If we focus now on the strain components in the shell, it can be seen that
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Figure 5.3: Diagonal strain along the c-axis εzz (top row) and in the
xy plane ε⊥ = 1/2(εxx + εyy) (bottom row). Left column corresponds
to spherical QDs, central column to prolate QDs, and right column
to oblate QDs.

the anisotropy is much more important. In the z direction, ε⊥ is tensile,
|ε⊥| > 0, while εzz is compressive, |εzz| < 0. This originates a strong Vpz in
the shell with an abrupt change at the interface, as seen in figure 5.2(d-f).

Now that we know the form of strain and piezoelectric potentials, we
investigate the carriers localization in CdSe/CdS dot-in-dots for various
core radii R and shell thicknesses H. We have seen in figure 5.1 that the
piezoelectric field pushes electrons towards the shell, but we need to explore
if this is strong enough to surpass the Coulomb interaction. Figure 5.4
depicts the charge density of electrons, panels (a-d), and holes, panels (e-h).
Overall, we find that the electron charge density can be localized in the core
or the shell depending on the system dimensions, while holes are localized
into the core in all cases.

For small radius and thin shell, figures 5.4(a) and 5.4(e), both electron
and hole are localized in the CdSe core, although the electron density pen-
etrates a little into the shell due to the shallower potential well. When the
shell is enlarged, figures 5.4(b) and 5.4(f), the core is more compressed and,
thus, the strongest polarization makes the electron to leak partially into the
shell. Contrarily, the deeper potential well of the VB prevents the hole delo-
calization. If we increase the core radius and maintain a thin shell instead,
figures 5.4(c) and 5.4(g), both carriers remain inside the core but electron
and hole are pushed downwards and upwards, respectively, in spite of the
Coulomb interaction. Interestingly, in a large core with a giant shell, fig-
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Figure 5.4: (a-d) Electron charge density in spheric core-shell QDs
of various radii and shell thicknesses, as indicated in the plot. (e-h)
Same for the hole charge density.

ures 5.4(d) and 5.4(h), the electron density is mainly localized in the shell
near the interface while the hole remains in the core. This demonstrates
that piezoelectricity is capable of originating an evident charge separation
in WZ dot-in-dot systems as a consequence of the transition from type-I to
type-II band alignment when growing larger shells.

In order to systematically study the dependence of carriers separation
on core-shell QD dimensions we compute the e-h overlap integral squared
S2
eh = 〈Ψe|Ψh〉2 as a function of R and H. The results are summarized in

figure 5.5 for Vstr = 0 and Vpz = 0, panel (a), Vstr 6= 0 and Vpz = 0, panel
(b), and Vstr 6= 0 and Vpz 6= 0, panel (c). In general, by comparing the three
series of calculations we observe an important reduction in S2

eh as strain and
piezoelectricity are included in the simulations.

When only quantum confinement effects and Coulomb interaction are
considered, figure 5.5(a), we obtain high e-h overlaps for moderate and large
cores independently of the shell thickness. For small CdSe core radius, R ≈
1 − 1.5 nm, the overlap is strong for thin shells but decreases substantially
as the shell becomes thicker. In systems of these dimensions, i.e. small
R and large H, the band alignment is quasi-type-II explaining the small
value of S2

eh, see the marked regions in figure 5.5(a). Here, electron density
penetrates into the shell as a result of the high kinetic energy in small QDs
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Figure 5.5: Map of the squared e-h overlap S2
eh as a function of R

and H for excitons in spherical CdSe/CdS dot-in-dot systems. Calcu-
lations are carried out without considering strain and piezoelectricity,
panel (a), including only strain, panel (b), and also considering both
of them, panel (c).

and the shallow potential well. Figure 5.5(b) shows the exciton overlap
squared when strain is included. One can see that the region with quasi-
type-II regime is extended to larger cores. This is because strain lessens
the potential well depth, so that weaker kinetic energies suffice to produce
electron delocalization. Lastly, the results when both effects are taken into
account are depicted in figure 5.5(c). For moderately small core radius,
R < 2.5 nm, the results are similar to those with only strain. However, for
larger dots piezoelectricity starts playing a role and we see the emergence of
a type-II region for large enough shells. This behavior corresponds to figures
5.4(d) and 5.4(h) where electrons are localized in the shell while holes stay
inside the core.

It is worth noting that the exciton overlap behavior is robust against
small elongations of the system as seen in calculations for the same prolate
and oblate structures of figures 5.1(b) and 5.1(c), respectively. The corre-
sponding results are not included here for brevity, but can be found in figure
S5 of the publication’s Supplementary Material, page 245.
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All the above results have been confirmed experimentally in a series of
giant-shell CdSe/CdS dot-in-dot structures. In those experiments, time-
resolved PL measurements reveal longer exciton lifetimes with increasing
core radius, in agreement with the smaller exciton overlap predicted theo-
retically. The experiments were carried out by A. Polovitsyn and I. Moreels
from the Istituto Italiano di Tecnologia in Genova (Italy) in a collaboration
with our group. The experimental results and the details of the synthesis
and measurement methods can be found in the published article, page 245.

5.1.2 Other CdSe/CdS core-shell structures

For the sake of completeness, we also explore the influence of strain and
piezoelectricity on the e-h overlap in nanostructures with other geometries,
namely dot-in-rods, dot-in-plates and rod-in-rods. Such systems are mod-
eled as highly elongated ellipsoids in either the z or the in-plane direction.

Figure 5.6 shows the electron and hole charge densities for such struc-
tures with various core and shell dimensions. In general, we find that piezo-
electricity is an efficient mechanism of charge separation in all the studied
wurtzite CdSe/CdS core-shell structures as long as both core and shell are
large. This is clearly seen in rod-in-rods with large cores and giant shells,
figure 5.6(d), which goes along with the extremely long exciton lifetimes
reported for this system.[155] It is worth stressing that a thick shell is nec-
essary not only in the growth direction, where the polarization field emerges,
but also in the lateral one. For example, in systems with thin shells in one di-
rection such as dot-in-rods, figure 5.6(a), and dot-in-plates, figure 5.6(c), of
typical dimensions, carriers are localized inside the core since the shell can-
not compress much the core, thus yielding a weak core strain and in turn a
weak polarization field. This becomes evident in figure 5.6(b) (5.6(e)) where
carriers separation is enhanced (suppressed) when the lateral confinement
is weakeaned (strengthened). Therefore, it can be concluded that the e-h
overlap induced by piezoelectricity can be modulated in all the structures
investigated by properly controlling their shell lateral confinement.

5.2 Spontaneous polarization in GaAs polytype
QDs

Polytype QDs are a new type of semiconductor nanostructures that have
been successfully synthesized in the past few years.[20, 21] They consist of
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Figure 5.6: Excitonic charge density in various wurtzite CdSe/CdS
nanocrystals: (a) dot-in-rod with standard dimensions; (b) dot-in-rod
with enlarged lateral shell; (c) dot-in-plate; (d) rod-in-rod with large
core and giant shell; (e) rod-in-rod with core and shell of small lateral
size. In each panel, electrons are represented on the left and holes on
the right side.

a nanowire system in which ZB and WZ crystal structures of the same ma-
terial coexist, i.e. the system presents alternate segments of both crystal
phases. These two phases have somewhat different band gaps, hence band
offsets are formed and carriers can be confined originating QDs.[167] Since
all regions are composed of the same atoms with the only difference being
their spatial arrangement, these dots present negligible strain and atomi-
cally sharp interfaces.[168, 169] This offers the opportunity to control the
geometry with a single atomic layer precision, which is a great advantage
compared to self-assembled QDs where strain and alloying effects limit the
optoelectronic performance. Consequently, polytype QDs are expected to
have excellent optical properties, which makes them promising for future
applications.

Recent advances in the synthesis techniques have allowed the fabrication
of single crystal phase QDs with good control on their dimensions. In par-
ticular, Vainorius et al. [159] have reported the synthesis of GaAs polytype
QDs with exact control on the dot thickness, while Loitsch et al. [170] have
grown samples of the same system with various nanowire diameters down
to 7 nm. Together, these experimental works show that precise tailoring
of the QD geometry and, thus, of the energy structure is possible, which
represents the first step towards the development of real devices.

From a theoretical point of view, however, crystal phase QDs have not
been extensively investigated yet and the influence of several factors is still
unclear. Among them, here we pay special attention to the role of quantum
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Figure 5.7: Schematic drawings of the hexagonal polytype structures
and the potential profiles along the growth direction for (a) ZB QD
in a WZ wire and (b) WZ QD in a ZB wire. Band offsets, band gaps
and parameters defining the structure size are also indicated.

confinement, spontaneous polarization, VB mixing and exciton Coulomb
interaction. Polytype QDs often present a type-II band alignment, e.g. in
GaAs [159] and InP [169], giving rise to effective e-h separation. Never-
theless, the band offsets between WZ and ZB are commonly small and the
high kinetic energy in small systems may lead to significant electron and
hole wave function leakage into each other’s phase. Additionally, as seen in
the preceding section, polarization fields and Coulomb interaction strongly
affect carrier localization and, hence, they may drastically change the exci-
ton properties. Lastly, to date the role of VB mixing is poorly understood
and further assessment to determine the dominant subband for different size
regimes is needed.

Particularly, in the present section we focus on GaAs polytype QDs
within the confinement ranges reported by Vainorius et al. [159] and Loitsch
et al. [170]. We study hexagonal nanowires with variable dot thickness L
and radius R, as illustrated in figure 5.7. Since GaAs ZB/WZ structures
have type-II band alignment, electrons and holes are localized in different
regions of the system. Thus, we investigate excitons considering the two
possibilities of defining a single polytype QD, namely a ZB QD embedded
in a WZ nanowire, figure 5.7(a), and a WZ QD embedded in a ZB wire,
figure 5.7(b). Such polytypical structures are modeled using the k·p method
as explained in section 2.1.5.
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Electrons are described using a single-band Hamiltonian. This is justi-
fied in ZB structures where the lowest subband is well separated from other
remote bands. However, the situation is different in WZ GaAs where Γ8c

and Γ7c bands are close to each other. In spite of this, the lack of mass pa-
rameters does not allow to model both bands simultaneously. Instead, we
use a single-band Hamiltonian of hybrid character: Γ8c masses but optically
bright as Γ7c band.[171, 172] The polytype CB Hamiltonian reads

He = p
1

2m∗
p + VQD +Hpz, (5.3)

where p = −i~∇, VQD is the confining potential defined by the ZB/WZ
band offset, and Hpz stands for the total polarization field potential, equa-
tion (2.41).

Holes are described employing a six-band position-dependent Hamilto-
nian spanned on the same basis of Bloch functions in both crystal structures.
The specific basis set used here is that of lower symmetry, i.e. the one for
WZ materials given in equation (2.16). The VB Hamiltonian is as follows:

Hh = HBF
ZB/WZ +

(
VQD +Hpz −

∆so

3
YZB

)
I6x6, (5.4)

with HBF
ZB/WZ denoting the VB polytype Hamiltonian given in equation

(A.6). As in the CB, equation (5.3), VQD and Hpz are the confining and
polarization field potentials, respectively. Last term in (5.4) corrects the
Hamiltonian when using ZB parameters by subtracting ∆so/3 in all diagonal
elements. Then, YZB is a heaviside function which takes YZB = 0 in WZ
and YZB = 1 in ZB crystal phase.

As already discussed in section 2.1.5, polytype QDs are formed by seg-
ments of ZB phase grown along the [111] crystal direction and segments of
WZ phase grown along [0001]. These two crystal phases are constituted by
the same atoms and only differ in the stacking order of the layers. Fur-
thermore, the atoms have the same tetrahedral coordination in both crystal
structures. As a result, the lattice mismatch at the ZB/WZ interface is in-
significant and strain effects can be safely disregarded in equations (5.3) and
(5.4). This is in agreement with experimental works that have synthesized
defect-free dots.[159, 170]

If strain is negligible, so is the strain-induced piezoelectric polarization.
Therefore, spontaneous polarization is the only significant source of po-
larization in these systems. Relevantly, such phenomenon is expected to
be particularly strong in polytype QDs owing to the alternation of phases
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where the spontaneous polarization is absent (ZB) with others where sym-
metry allows its presence (WZ). The abrupt change in Psp at the interfaces
should result in a substantial overall polarization field. Nonetheless, WZ
GaAs presents one order of magnitude weaker Psp in comparison to other
materials, so its effect might be limited.

Finally, neutral excitons are described by the following Hamiltonian

HX = He +H1B
h + Veh, (5.5)

where Veh is the e-h Coulomb interaction. For the sake of simplicity, we use
here a single-band model for the VB, H1B

h , obtained after decoupling the
F band from the rest of the matrix in Hamiltonian (5.4), which is justified
under certain conditions,2 as will be shown in section 5.2.2. Please note
that in this section we refer to the WZ A, B and C hole subbands as F ,
G and λ, respectively, which is an alternative notation commonly used in
literature. The resulting one-band Hamiltonian is

H1B
h = ∆1 + ∆2 + p⊥

1

2m∗⊥
p⊥ + pz

1

2m∗z
pz + VQD +Hpz −

∆so

3
YZB (5.6)

Equation (5.5) is solved by taking into account Veh using exactly the same
procedure introduced in the previous section, in which Hamiltonians (5.3)
and (5.4), and the Poisson equation are iteratively solved until convergence.

Simulations are carried out considering the nanowire to be surrounded by
an insulating material by setting in this region |VQD| = 5 eV and the relative
dielectric constant εr = 4. We use Comsol 4.2 software in the calculations,
which employs a finite elements scheme on a 3D adaptive mesh. The GaAs
parameters used to model the ZB and WZ materials can be found in the
corresponding publication, page 235.

5.2.1 Electrons in GaAs WZ/ZB/WZ polytype QDs

We first investigate a single electron confined in a ZB QD as the one repre-
sented in figure 5.7(a). We consider a nanowire with radius R = 50 nm, and
calculate the electron energy as a function of the dot thickness L. Figure
5.8(a) compares the results for two values of the GaAs spontaneous polariza-
tion: the one reported in literature Psp = 2.3× 10−3 C m−2 (solid line) and
a value weakened artificially one order of magnitude Psp = 2.3×10−4 C m−2

2In WZ holes, the uppermost F band is separated by the spin-orbit (∆so = 3∆2) and
crystal field splittings (∆cr = ∆1). In ZB, instead, hh and lh subbands are degenerate
but they are split by the action of quantum confinement.
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Figure 5.8: (a) Electron ground state energy for varying QD thick-
ness in a ZB QD with fixed radius R = 50 nm. Calculations for
realistic (solid line) and weakened (dashed line) GaAs spontaneous
polarization are presented. The bottom of the QD CB is indicated
as a dotted line for reference. The insets show the localization of the
wave function in both cases studied. (b) Wave function and confining
potential cut line along the growth direction for a vertically symmet-
ric GaAs ZB DQD. Results for weakened (top) and full Psp (bottom)
are shown. Both QDs have L = 4 nm.

(dashed line). By comparing the two curves, one can see the big influence of
spontaneous polarization on the ground state energy, specially for large dot
thickness. This clearly points out that Psp cannot be disregarded in moder-
ately large systems. In the case of a realistic Psp, the curve presents a linear
dependence with L that stabilizes the ground state well below the bottom
of the CB as a consequence of the built-in electric field. The wave func-
tion is then pushed towards the upper ZB/WZ interface partially leaking
into the WZ phase, see the corresponding inset in figure 5.8(a). Contrarily,
when the spontaneous polarization is reduced we find a quadratic regime
for L < 10 nm, governed by quantum confinement, that becomes linear for
larger L. In such a case, the energy stabilization is much less pronounced
and the wave function is mainly localized inside the ZB dot, see inset.

Similarly to traditional heterostructures where quantum confinement is
originated by growing regions of different materials, polytypes can also be
used to build systems of coupled QDs. In fact, the exact control in the
synthesis of atomically sharp interfaces opens the possibility to produce
homonuclear molecular states by fabricating perfectly symmetric pairs of
QDs. Oppositely to self-assembled DQDs, polytype DQDs would not re-
quire the help of external electric fields to get states with homonuclear
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character. However, as seen in the insets of figure 5.8(a), the polarization
fields originate a significant distortion of the wave function that implies the
breaking of its symmetry. Indeed, this fact is confirmed in figure 5.8(b),
where the wave function along the z direction is depicted for the same Psp
values of figure 5.8(a). It can be observed that, even when the spontaneous
polarization is reduced, the wave function is mainly localized in the upper
dot, thus confirming Psp as a factor to be accounted for in the fabrication
of polytype DQDs with homonuclear molecular states.

5.2.2 Holes in GaAs ZB/WZ/ZB polytype QDs

Holes are confined in the WZ phase in GaAs polytype structures. Thus,
we study the VB of WZ QDs embedded in a ZB nanowire, see figure 5.7(b)
for a schematic representation. The behavior of the hole energy under the
effect of spontaneous polarization is similar to that of electrons, so we do
not include the corresponding results here. Instead, we focus on the VB
mixing and, more specifically, on determining the subband that contributes
the most to the ground state.

The VB wave function is a six-component spinor of the form: Ψh =∑6
i=1 fi(r) |ui〉, with fi(r) standing for the envelope function and |ui〉 for

the associated Bloch function. Previous works have assumed a ground state
with dominating well-defined hh character.[159, 160, 170] In Hamiltonian
(5.4) the hh corresponds to the F subbands, i.e. the first (|u1〉) and the
fourth (|u4〉) components which denote spin-up (Fz = +3/2) and spin-down
(Fz = −3/2), respectively. In order to disentangle these two components,
a small Zeeman splitting is added, ∆z = BzµB g Jz, with Bz = 1 T and
g = 4/3.

Figure 5.9(a) presents the weight of the subbands with hh character,
(|f1|2 + |f4|2)/

∑ |fi|2, for varying R and L in a system with spontaneous
polarization. The F subbands are clearly dominant for moderate and large
QD radii, R > 5 nm, while the thickness does not substantially affect the
VB mixing in the range of L under study. The inset of figure 5.9(a) shows
that this abrupt change in the hole composition for radii under 5 nm is due
to a transition from a F band (hh) to a λ band (so). In large systems,
the F band dominates because the bulk spin-orbit ∆so and crystal-field ∆cr

splittings stabilize this subband. Nevertheless, in small enough dots the high
kinetic energy may take over and the character of the ground state is then
determined by the effective masses of the subbands. In this case, we have
mF
⊥ = mG

⊥ = 1/(A2 + A4) = −0.13 and mλ
⊥ = 1/A2 = −0.617. Therefore,

the lighter mass of the λ band in the in-plane direction ,|mF
⊥| < |mλ

⊥|,
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Figure 5.9: (a) Contour map showing the weight of the F band in
the ground state as a function of the QD thickness L and radius R.
Inset: same but for only varying R (L = 4 nm) and including also the
G and λ bands in the plot. (b) Confining potential (red) and λ hole
wave function (green) along the nanowire growth direction in a QD
with R = 2.5 nm and L = 4 nm. (c-d) Weight of the envelope function
f4, spin-down hh, in the (c) presence and (d) absence of Psp.

makes such band more stable than the hh one in QDs with strong lateral
confinement. The effective mass of the λ band is even lighter in the z
direction, mλ

z = 1/A1 = −0.05, thus causing the wave function to mainly
localize outside the WZ QD, see figure 5.9(b).

We next explore the spin purity of the ground state by calculating the
weight of the spin-down F subband, |f4|2/

∑ |fi|2. Calculations with Psp,
figure 5.9(c), and without Psp, figure 5.9(d), are compared. In general, we
observe an insignificant contribution of the spin-down hh in large systems
that increases as the size of the QD is reduced. The inclusion of spontaneous
polarization in the model does not remarkably modify this trend and only
smoothens the regions of maximum and minimum weight in figure 5.9(d).
It is worth mentioning that the coupling between Zeeman-split hh bands
is not direct and takes place solely at second order through the coupling
with intermediate G and λ subbands, see equation (A.6). Interestingly, in
spite of this fact, the contribution of these intermediate subbands to the
hole ground state is nearly zero, as seen in figure 5.9(a).
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Figure 5.10: (a-b) Exciton energy versus WZ QD radius R and
thickness L in a ZB/WZ/ZB system. The energy is computed con-
sidering (a) full and (b) weakened Psp. (c) Electron (left) and hole
(right) wave functions in a WZ QD with R = 50 nm and L = 30 nm.
Full Psp used in the simulations. (d-f) Same but for a ZB QD.

Finally, we stress that using a single-band hh model is justified except
for polytype QDs with small radius, where the ground state switches from
being mainly a F band to a λ band. This change in the hole ground state
character should be found in the thin polytype nanowires synthesized by
Loitsch et al. [170], e.g. by analyzing the polarization of interband optical
transitions.

5.2.3 Excitons in GaAs WZ/ZB/WZ and ZB/WZ/ZB poly-
type structures

Lastly, the behavior of excitons in polytype QDs is investigated. We restrict
to dots with R > 5 nm, so that a single-band model including only one hh
subband, equation (5.5), is enough to describe the VB states satisfactorily.
The two possibilities of defining a QD in a system with type-II band align-
ment are taken into account, namely ZB QDs embedded in a WZ nanowire
and vice versa.

First, we analize the exciton energy as a function of the system di-
mensions. For a WZ QD in the presence of Psp, figure 5.10(a), a striking
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Figure 5.11: Calculated exciton energy in WZ (green line) and ZB
(red line) QDs for varying dot thickness L. Two different nanowire
radii are considered: (a) R = 50 nm and (b) R = 5 nm. The size of
the circles indicates the relative magnitude of the e-h overlap.

tunability of the exciton energy is found from EX ≈ 1 eV (near infrared) in
large dots to EX ≈ 1.6 eV (visible) in small ones. When the spontaneous
polarization is weakened, figure 5.10(b), such tunability is strongly reduced,
evidencing again the importance of this phenomenon in polytype structures.
For excitons in ZB QDs, bottom row in figure 5.10, we find exactly the same
results as for WZ QDs.

We next investigate the e-h overlap behavior in the presence of full Psp.
Figures 5.10(c) and 5.10(f) illustrate the electron and hole wave functions
for large QDs , i.e. R = 50 nm and L = 30 nm. In both WZ and ZB dots,
carriers are separated despite the attractive Coulomb interaction, yielding
weak e-h overlaps and, hence, dark character to the excitons. This demon-
strates that spontaneous polarization is capable of inducing e-h separation
in large enough polytypical structures.

In order to assess the differences between ZB and WZ QDs, in figure 5.11
we directly compare the exciton energy of both systems by plotting EX ver-
sus the dot thickness. Simulations for two representative size regimes are
carried out: typical QDs with large radius R = 50 nm in figure 5.11(a), and
QDs with strong lateral confinement R = 5 nm in figure 5.11(b). A compar-
ison between both plots shows that in QDs with large radius the excitonic
energy scales linearly with L while the dependence is quadratic for small
radius. In dots with weak lateral confinement the thickness dependence is
linear due to the built-in electric field induced by Psp, which prevails over
Coulomb interactions. In strongly confined dots, instead, the high kinetic
energy makes the quantum confinement to take over and the dependence
becomes quadratic. If we compare now the curves of both crystal phases,
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we also observe a remarkable distinct behavior: for large R excitons in WZ
QDs haver lower energy than those in ZB QDs regardless of L, while the
curves cross at L ≈ 15 nm for small R. These results can be understood
taking into account the effective masses mz of the confined carriers. Elec-
trons in ZB have lighter mass than holes in WZ, causing excitons in ZB
to have higher energy as can be seen in figure 5.11(a). This reasoning is
also valid in figure 5.11(b) for large dot thickness, but for L < 15 nm the
high kinetic energy of electrons allows them to escape into the WZ phase,
becoming more delocalized, i.e. more stable. In contrast, the heavier mass
of holes limits their penetration outside the WZs QD and the exciton energy
rapidly increases with decreasing dot thickness.

We turn now our attention to the e-h overlap, represented in figure 5.11
by circles of different size. It can be seen that the overlap is substantially en-
hanced in QDs with small R, which is also connected with the delocalization
of the confined carriers due to their higher kinetic energy. This points out
that a transition from the usual type-II band alignment in GaAs polytype
QDs to a type-I one is produced by the interplay of the spatial confinement
and the Psp-induced polarization. Therefore, the QD thickness can be used
as a mechanism to control the e-h overlap and also related properties such
as the intensity of absorption processes and exciton lifetimes.

To close this section, we briefly compare the results of figure 5.11 with
the experimental observations reported by recent works that investigate
GaAs polytype QDs of similar size to ours. On one hand, Vainorius et al.
[159] investigated the PL of both ZB and WZ QDs with large radii, R =
45 − 60 nm, and variable dot thickness. They obtained a WZ emission
redshifted with respect to ZB one by a few tens of meV. This is consistent
with the higher energy found for ZB dots in figure 5.11(a), which corresponds
to the same size regime of the samples. However, in the experiments the
change in the emission energy with L is much less pronounced, about one
order of magnitude, than the calculated one in figure 5.11(a). In fact, such
variation is found when disregarding the effect of spontaneous polarization
and only quantum confinement is included in the model (results not shown).
This fact suggests that the spontaneous polarization is somehow suppressed
in the experimental setup. On the other hand, Loitsch et al. [170] studied
the PL energy of GaAs polytype structures as a function of the dot radii.
They found an exciton energy up to 1.610 eV for WZ QDs, presenting a
blueshift as large as 100 meV with respect to bulk GaAs for the thinnest
nanowires investigated, R ≈ 5 nm. In figure 5.11(b) we have seen that
this blueshift could be even larger for WZ QDs with small L (the GaAs
bulk band gap is 1.51 eV). Another work of the same authors studying the
same system has also reported fast radiative lifetimes (below 1 ns) in very
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thin nanowires,[160] in contrast to the commonly long lifetimes (> 3 ns)
exhibited by typical large-diameter structures. In their work, the fastest
exciton decay for small R was ascribed to a transition from type-II to type-
I band alignment, which goes along with our prediction in figure 5.11(b).





CHAPTER 6
Edge states in monolayer
MoS2 nanostructures

Over the last few years the emergence of atomically thin materials has
revolutionized the fields of solid-state physics and material science, chiefly
because they exhibit dramatically different, and often superior, properties
compared to their bulk counterparts. The main reason for this dissimilarity
lies in their distinct dimensionality. The first truly 2D system was graphene.
It was discovered by Novoselov et al. [22] in 2004 and, since then, many
groups have dedicated big efforts to investigate these novel systems. As a
result, nowadays several new 2D materials have been prepared.[173, 174]

Particularly, in this work we focus on monolayer TMDCs1. Among the
rich variety of TMDCs, we investigate those with semiconducting behavior,
specifically MoS2. Unlike graphene, MoS2 and other TMDCs present a finite
band gap which is indirect in bulk form but becomes direct in the mono-
layer limit.[175] The direct band gap makes single-layer TMDCs especially
attractive for electronic and optoelectronic applications.[176–178]

Similarly to traditional 3D bulk semiconductors, single-layer materials
also offer the possibility of fabricating nanostructures with lower dimension-
ality, e.g. nanoribbons (1D) and QDs (0D). To date, these finite structures
have not been extensively investigated yet and a more detailed understand-
ing of their electronic structure is needed for the development of possible

1 The 2D form of TMDC materials (MX2) is commonly called monolayer, but it is
actually composed by three layers of atoms (X-M-X): i.e. one layer of metal atoms sand-
wiched between two layers of chalcogenide atoms. The atoms in each layer are arranged
as a triangular lattice.
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devices. Several works have reported the existence of edge states in finite
MoS2 systems under different conditions.[179–182] The presence of these
edge states is very relevant since they form 1D metallic channels along the
edges, thus affecting transport and optical properties.

In this chapter, we deal with the electronic structure of monolayer MoS2

nanostructures, namely nanoribbons and QDs. Special attention is paid to
the origin of edge states in these finite systems and its connection with
topological insulators. Topological insulators have been intensely discussed
in recent literature due to their unique properties.[183, 184] They are ma-
terials with insulating behavior in the bulk, but present gapless conducting
states at the edges/surfaces of the system.[185, 186] Surface states may
originate from different sources, e.g. dangling bonds or polar discontinuities
[187, 188], but what makes topological insulators special is that metallic
states are protected by time-reversal symmetry. Therefore, they are robust
against backscattering and in the presence of non-magnetic perturbations.

The contents of the present chapter are based on an article published
in collaboration with professor Sergio E. Ulloa from Ohio University (USA)
and are the result of a research short stay in his group. The full version of
the publication can be found in page 267.

6.1 Effective Hamiltonian

Apart from their dimensionality, monolayer TMDCs and the traditional
semiconductors studied in the previous chapters present more structural
differences. In monolayer MoS2 the metal atoms have trigonal prismatic
coordination with the chalcogenide ones, and the direct gap of the band
structure is situated at the two nonequivalent points K and K ′ of the Bril-
louin zone. Contrarily, WZ and ZB semiconductors present tetrahedral
coordination and the direct gap is at the center of the Brillouin zone (Γ
point). As a consequence, the Hamiltonians introduced in chapter 2 are
not valid and several authors have derived effective k·p models to study the
low-energy physics of TMDC monolayers.[189–192] Since we deal with edge
states in the gap, we should employ a Hamiltonian including both CB and
VB. A simple two-band model describing such bands up to second order in
k suffices for our exploratory purposes. It can be written as:

H =

(
εv + αk2 τγk−
τγk+ εc + βk2

)
, (6.1)

where k± = kx ± iτky, and εc = ∆/2 and εv = −∆/2 are the band-edge
energies with ∆ = 1.9 eV standing for the material band gap; k is the
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momentum relative to the K/K’ points. The constants α, β and γ are
material parameters, while τ identifies the valley K (τ = 1) or K’ (τ = −1).
In literature, different authors report different values for these parameters.
We use in all calculations presented here the ones suggested in reference
[191] unless otherwise specified. These parameters are α = 1.72 eVÅ2, β =
−0.13 eVÅ2 and γ = 3.82 eVÅ, as fitted from density functional theory
calculations.

Hamiltonian (6.1) takes into account the electron-hole symmetry break-
ing observed in first-principles simulations by using unlike values for α and
β. However, for the sake of simplicity, trigonal warping and other minor
contributions have been disregarded as they do not change the qualitative
results. Additionally, hard-wall boundary conditions are employed to de-
scribe the edges of the nanostructures. These boundary conditions do not
produce coupling between valleys or spins, so each valley/spin can be dis-
cussed independently and a two-band model can be used. Such situation is
also expected of zigzag edges, although further investigations are required
to confirm the equivalence of both conditions.

6.2 Results and discussion

In this section we apply the above presented model to study the electronic
behavior of MoS2 nanoribbons and QDs. All simulations are carried out
using COMSOL utilities, a commercial software that uses the numerical
finite element method.

6.2.1 MoS2 nanoribbons

Nanoribbons are structures of finite width where particles are confined in
one direction of space and move freely in the perpendicular one. We define
the nanoribbons in our calculations to be translational invariant along the
y direction, so that the momentum ky is a good quantum number and
the two-component wave function can be written as ψ(x, y) = eikyyφ(x),
where ψ and φ have components over the conduction c and valence v basis.
Substituting ψ(x, y) into Hamiltonian (6.1) results in a two coupled second-
order differential equation system in one dimension that can be numerically
solved for a given ky.

The band dispersion obtained for a 10 nm-width MoS2 nanoribbon is
shown in figure 6.1(b). Interestingly, we find two states inside the band
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Figure 6.1: Energy-band dispersion for MoS2 nanoribbons con-
sidering different values of α and β: (a) α = −1.72 eVÅ2 and
β = 0.13 eVÅ2, (b) α = 1.72 eVÅ2 and β = −0.13 eVÅ2, and (c)
α = 1.72 eVÅ2 and β = −1.72 eVÅ2. The edges are parallel to the y
direction, and the wave vector ky is measured with respect to the K
valley, where a0 = 3.193 Å is the lattice constant.

gap with a nearly linear dispersion. These levels cross at ky = 0 and
E = 0.816 eV, and have energies very close to the CB edge. In fact, they
disperse upwards in energy coming very close to the CB for not large ky, and
soon admix with the band states, becoming indistinguishable from them.
The states of lower energy, instead, remain far from the VB and are not
hybridized in the range of ky considered.

In order to study the origin of these states, we repeat the same calcu-
lations but for other sets of parameters. We only tune α and β since γ
does not affect the presence of midgap states. First, the sign of both α and
β is changed: α = −1.72 eVÅ2 and β = 0.13 eVÅ2. Figure. 6.1(a) shows
that the states lying inside the gap are now absent. Subsequently, in fig-
ure. 6.1(c) we keep the signs unaltered to those in panel (b) but modify β to
have the same absolute value of α: α = 1.72 eVÅ2 and β = −1.72 eVÅ2. In
this case, the two states inside the gap are still present but they have lower
energies compared to figure 6.1(b). The dispersion bands now cross exactly
at ky = 0 and E = 0. This is as expected from symmetry considerations
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Figure 6.2: Squared modulus |φ|2 of the two components of the
wave function for the two states with energies lying in the band gap
in figure 6.1(b). The states correspond to ky = 0.01×2π/a0 and have
the following energies: (a) E = 0.778 eV, and (b) E = 0.855 eV. Black
solid lines represent the VB component φv and red dashed lines the
CB component φc.

because α = β confers electron-hole symmetry to the Hamiltonian. We also
stress that a situation with α and β having the same sign is not taken into
account since in such a case there is not a real gap separating the bands.

From the analysis of the results for the three sets of parameters in fig-
ure 6.1, it is clear that the presence/absence of midgap states is determined
by the sign of α and β. It can be inferred that they exist if α > 0 and
β < 0, and are absent if α < 0 and β > 0. The energy and, therefore, the
position of the states inside the gap is determined by the relative value of
the two parameters. When |α| > |β| the states are closer to the CB as in
figure 6.1(b), and when |α| < |β| they become closer to the VB.

Midgap states are typically associated to states localized at the edge of
finite structures, the so-called edge states. Thus, to further explore their
nature we examine the form of the wave functions. As an example, we
represent in figure 6.2 the midgap states corresponding to ky = 0.01×2π/a0
in figure 6.1(b). We choose this value of ky to avoid problems derived
from degeneracies and mixing with the CB. Figure 6.2(a) illustrates the
wave function squared modulus of the lower state at E = 0.778 eV and
figure 6.2(b) of the higher one at E = 0.855 eV. We clearly observe that
both states are localized at opposite edges of the MoS2 nanoribbon, thus
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confirming that they are in effect edge states. Figure 6.2 also reveals that
the width of the nanoribbon is large enough to ensure decoupled states on
both edges.

By comparing the height of the components in figure 6.2, it is also evident
that the CB component (red dashed line) is the main contribution to the
wave function in both states. The calculation of the relative weight of the
two components yields w(φc) = 93% and w(φv) = 7% for the conduction-
and valence-components, respectively. These values can be directly obtained
from the parameters α and β using the expressions w(φc) = |β|/(|α|+ |β|)
and w(φv) = |α|/(|α| + |β|). These expressions hold as long as the edge
states are relatively far from the bulk bands. Moreover, it can be seen that
the wave functions of the two states are slightly different, e.g. by comparing
the maximum value of |φc|2 or the x extension. This asymmetry is due to
the different proximity of the CB. The edge state in panel (b) is closer to
the CB and, thus, it is slightly more admixed with the bulk states and its
wave function is somewhat more delocalized.

The results summarized in figure 6.1 and figure 6.2 can be related to
those coming from the model proposed by Bernevig, Hughes, and Zhang
(BHZ).[193] In this model, the observation of the quantum spin Hall effect
(QSHE) was predicted in HgTe quantum wells larger than a critical thick-
ness, due to a band inversion, i.e. a change in ∆’s sign. In that work, for
∆ < 0 bands are inverted and the system shows topological behavior. This
means that edge states will form when a transition between two distinct
topological phases takes place, as predicted by the principle of bulk-edge
correspondence.[185] In our system we have ∆ > 0, which is apparently
trivial, but the sign of the band curvatures (α > 0 and β < 0) yields also a
situation with inverted bands2 similar to the BHZ model, so that the origin
of the edge states can be analyzed in terms of the topological character of
Hamiltonian (6.1).

In order to make the above reasoning clear, we perform calculations of
the energy spectrum as a function of ∆. Results are shown in figure 6.3.
We fix ky = 0 and consider two sets of band curvatures: α = 1.72 eVÅ2 and
β = −0.13 eVÅ2 in figure 6.3(a), and α = 1.72 eVÅ2 and β = −1.72 eVÅ2 in
figure 6.3(b). Two red dashed lines showing the limits of the band gap have
been added in each plot to improve the readability. In both cases, a trivial
situation with no states in the gap is observed at large negative ∆. As ∆
increases and changes sign two degenerate edge states appear with energies

2 The “bare” effective masses for the VB and CB are determined by the α and β
coefficients, respectively. A negative β, corresponding to a negative mass ≈ 1/β, is
“inverted”, and that symmetry is present in the states even after the mixing due to γ.
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Figure 6.3: Energy spectrum of a MoS2 nanoribbon as a function of
the band gap ∆, for ky = 0. Two sets of parameters are considered:
(a) α = 1.72 eVÅ2 and β = −0.13 eVÅ2, and (b) α = 1.72 eVÅ2 =
−β. Red dashed lines indicate the edges of the band gap.

clearly lying in the gap. This behavior confirms the connection between
edge states and band inversion as in the BHZ model. As already discussed
in figure 6.1, midgap states are closer to the CB when |α| > |β|, panel (a),
and become perfectly equidistant from the CB and VB for |α| = |β| due to
electron-hole symmetry, panel (b).

To explore the topological behavior further, we analyze the results with
the help of the Chern number associated with the occupied band. The
Chern number is a topological invariant (its value cannot change under
smooth deformations of the Hamiltonian parameters) that characterizes a
state as trivial (c = 0) or nontrivial (c 6= 0). For a two-level Hamiltonian like
that in equation (6.1), once we rewrite it in the form H(k) = g(k) ·σ, where
σ is a vector with the Pauli matrices as components, the Chern number is
given by[185]

c =
1

4π

∫
d2k(∂kx ĝ × ∂ky ĝ) · ĝ , (6.2)

where ĝ = g/|g| and the integral is computed over the entire Brillouin zone.
For Hamiltonian (6.1), equation (6.2) yields c = τ/2

[
sgn(∆) + sgn(α− β)

]
.

Then, for ∆ > 0 one obtains c = 0 if α < β and c = τ if α > β. When
α = 1.72 eVÅ2 and β = −0.13 eVÅ2 we have c 6= 0, denoting the non-trivial
character of the MoS2 Hamiltonian. As a consequence, gapless states must
be present at the domain wall separating the nanoribbon (non-trivial) and
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the vacuum (trivial), according to the bulk-edge correspondence. This goes
along with the previous discussion based on band inversion arguments.

It is important to note, however, that the contribution of the valleys K
and K’ to the topological invariant has opposite signs, originating an overall
c = 0. Therefore, strictly speaking multivalley materials such as graphene
or MoS2 are topologically trivial. In spite of this, the origin of edge states
in gapped and bilayer graphene has been discussed in terms of the marginal
topological properties of the single-valley Hamiltonians.[194, 195] This anal-
ysis is possible owing to the close analogy between graphene systems and
2D topological insulators, and can also be applied to monolayer MoS2. Nev-
ertheless, this analogy has important limitations. Since c per valley is not
a well-defined topological invariant, c 6= 0 does not guarantee the exis-
tence of edge states at the boundaries with the vacuum. Furthermore, they
are not topologically protected against backscattering and can then be af-
fected by any mechanism of disorder or valley coupling. All the same, edge
states in bilayer graphene have been shown to be robust under moderate
disorder,[196] and to exhibit pure valley currents, as indicated by the local
valley Berry curvature.[197]

6.2.2 MoS2 triangular QDs

We next investigate the electronic structure of monolayer MoS2 QDs formed
by finite-size flakes. The flakes are modeled as equilateral triangles since it
is the most common shape obtained in the laboratory.[198–200] The side
length of the QDs is 10 nm in all calculations. As for the material pa-
rameters, we employ the same ones as in figure 6.2(b) of previous section:
α = 1.72 eVÅ2 and β = −0.13 eVÅ2.

Similarly to MoS2 nanoribbons, midgap states also emerge for this set
of parameters. However, several states with energies lying in the band gap
are found for MoS2 QDs, in contrast to only one state per edge found for
nanoribbons. This difference can be understood considering the finite size
of the edges in QDs. The edge states are then confined along each border,
thus originating the discretization of this band and the corresponding energy
quantization.

To illustrate this, we show in figure 6.4 the squared modulus of the wave
function for a selection of states with energy close to the CB (E ≈ 0.95 eV).
We choose this range of energies because we know that for these parameters
the edge states are closer to the CB. Besides, it offers the possibility to
compare the “bulk” and edge states in the flake. In figure. 6.4 the states
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Figure 6.4: Wave-function squared modulus of a selection of states
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are presented in order of increasing energy. Each row corresponds to a
different state, with |φv|2 and |φc|2 components depicted on the left and right
column, respectively. The first two states shown, panels (a)-(d), are clearly
edge states with their wave functions localized near the triangle border.
Next two states in energy, figure 6.4(e)-(h), also show their wave functions
mainly near the edges, but noticeably more delocalized than the previous
two. This suggests that they are partially admixed with the CB states due
to their energy proximity. Finally, figure 6.4(i)-(l) show two conduction
states with the wave function completely delocalized over the entire QD. A
representation of the real and imaginary parts of the wave functions (not
shown) allows one to see the wave function nodes more clearly. It is seen
that the number of nodes increases with the energy of the states, a typical
signature of quantization.

It is worth mentioning that calculations using other sets of parameters
have also been carried out for MoS2 QDs. The corresponding results show
exactly the same dependence between the presence/absence of edge states
and the curvature parameters as in the case of nanoribbons. Therefore, one
can also invoke the marginal topological character of the Hamiltonian as
the origin of edge states in these zero-dimensional nanostructures.

In summary, MoS2 nanoribbons and QDs exhibit edge states spatially
localized on the edges with energies lying in the band gap. Such states
originate from the CB and VB curvatures and are related to the marginal
topological properties of the MoS2 single-valley Hamiltonian.



CHAPTER 7
Conclusions

The aim of this Thesis is to theoretically determine the effect of exter-
nally applied fields and the interaction with the environment on the optical
and electronic properties of QDs with possible technological interest. To
this end, we have employed effective k·p models within the EMA and the
EFA, which offer satisfactory results for the electronic structure at a rea-
sonable computational cost. In order to account for the various phenomena
investigated, namely external electric and magnetic fields, SOI, strain and
piezoelectricity, the k·p Hamiltonians have been supplemented with the cor-
responding additional terms. We outline next the main obtained results.

First, we have derived a six-band position-dependent Hamiltonian in
cylindrical coordinates to study the VB of ZB GaN/AlN QDs. Using this
model we have found a high spin purity in QDs of typical dimensions, i.e.
with small aspect ratio, which is reduced in taller dots. In fact, the sym-
metry of the hole ground state can be switched in dots with aspect ratio
approximately unity by applying external magnetic fields of different in-
tensity, thus providing an easy way to modulate the optical answer of this
aspect ratio systems.

The effect of axially applied external magnetic fields has also been inves-
tigated in hexagonal QRs. Similarly to circular ones, the AB effect emerge
in such doubly-connected structures as a consequence of the topology, but
some distinct symmetry-related features are found in this particular case.
On one hand, in large hexagonal rings populated with six electrons in a
regime of low electronic density, the typical AB oscillations are completely
suppressed and the magnetization profile becomes flat. This behavior is
due to an anticrossing between the multi-particle ground state and a highly
excited state of the same symmetry. In other words, symmetry overpasses
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topology in this case. We have also demonstrated in nanowires present-
ing a hexagonal ring in their cross section and pierced by weak magnetic
fields, that the AB-like magnetoconductance oscillations can disappear or
resurface by varying the voltage strength in both gate-all-around and back-
gate device configurations. In addition, in the high-magnetic-field regime
we have shown that several field-induced transitions take place due to the
electron distribution relocalization and to the complete electron depletion
of excited bands. Signatures of such transitions should be observed in mag-
netoconductance experiments as a steplike behavior.

We have also addressed another topology-related problem: the emer-
gence of edge states in monolayer MoS2 nanoribbons and QDs. We have
shown that these atomically thin nanostructures exhibit states spatially lo-
calized on the borders and with energies lying in the band gap. The origin
of such edge states has been related to the marginal topological character
of the single-valley MoS2 Hamiltonian, which is governed in turn by the
curvature of conduction and valence bands.

We have next turned our attention to the relaxation processes of the
spin degree of freedom confined in QDs. The spin-orbit-induced spin relax-
ation is calculated for electrons and holes employing fully 3D models, going
beyond the common quasi-2D ones. By using this more realistic description
the important role of cubic DSOI becomes evident even in moderately short
dots. It has also been found that the spin relaxation presents a remark-
able anisotropy with the orientation of external fields and with anisotropies
in the QD shape. Such behavior has been observed for both CB and VB
in several structures of different materials, shapes, and grown along vari-
ous crystallographic orientations, thus opening the possibility to enhance
or suppress the spin lifetimes in these systems by properly designing them.
Furthermore, for the VB we have provided insight into the dominant contri-
bution of the various spin-mixing mechanisms. In particular, SOI or lh-hh
couplings prevail depending on the dot aspect ratio. Additionally, we have
shown that the spin lifetime of holes exceeds that of electrons in flat enough
QDs. Moreover, spin relaxation has also been explored in vertical DQDs
under axial electric fields. Maximum hole spin lifetimes are obtained for
molecular states, but they rapidly decrease when the symmetry of the sys-
tem is lowered by misalignment of the dots, non-resonant fields or inclusion
of DSOI.

Finally, we have dealt with the influence of the environment on the QD
properties, specifically how strain and piezoelectricity affect carriers spatial
separation and, thus, exciton performance. Particularly, in WZ core-shell
nanocrystals, strong built-in piezoelectric fields along the growth direction
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are found in dot-in-dot structures when cores and shells are large, leading to
effective e-h separation in spite of the attractive Coulomb interaction. The
same is true for other systems such as dot-in-rods, dot-in-plates and rod-in-
rods as long as the core is large and the shell thick. Surprisingly enough, a
thick shell is needed not only in the axial direction but also in the lateral
one. This is because thin shells reduce the overall system strain indepen-
dently of the direction, thus yielding weak polarization fields. This explains
why piezoelectricity has not been reported yet as a feasible control mecha-
nism in experiments studying dot-in-dot and dot-in-rod systems. The effect
of polarization fields on excitons is also explored in polytype QDs, where
strain and piezoelectricity are negligible, and spontaneous polarization is
dominant. In such a system, the exciton energy has been proved to be very
sensitive to the QD dimensions in the presence of spontaneous polarization,
confirming its important action. Remarkably, radial confinement induces
a gradual transition from type-II to type-I band alignment that results in
a substantial modulation of the e-h overlap. For both crystal structures it
can be concluded that a wide exciton wavelength and lifetime tunability is
possible thanks to the emergence of strong polarizations when growing QDs
with the appropriate dimensions.





APPENDIX A
Valence band Hamiltonians

A.1 Zinc-blende crystal structure

A.1.1 Four-band Luttinger-Kohn Hamiltonian

The Hamiltonian proposed by Luttinger and Kohn [122] in 1955 is one of the
most commonly used to describe systems with constant mass. The matrix
form reads:

∣∣3
2

+3
2

〉 ∣∣3
2

+1
2

〉 ∣∣3
2
−1
2

〉 ∣∣3
2
−3
2

〉

HLK
ZB = −




P +Q −S R 0

−S† P −Q 0 R

R† 0 P −Q S

0 R† S† P +Q


 ,

(A.1)

with

P =
~2

2m0
γ1
(
k2x + k2y + k2z

)
,

Q =
~2

2m0
γ2
(
k2x + k2y − 2k2z

)
,

R =
~2

2m0

[
−
√

3 γ2 (k2x − k2y) + 2 i
√

3 γ3 kx ky

]
,

S =
~2

m0

√
3 γ3 (kx − i ky) kz.

Here m0 is the free electron mass and γi are the Luttinger parameters.
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A.1.2 Six-band Burt-Foreman Hamiltonian

The position-dependent Hamiltonian derived by Foreman[40, 41] using Burt’s
formalism[37–39] to investigate the VB of ZB materials reads

∣∣3
2 ,

3
2

〉 ∣∣3
2 ,

1
2

〉 ∣∣3
2 ,
−1
2

〉 ∣∣3
2 ,
−3
2

〉 ∣∣1
2 ,

1
2

〉 ∣∣1
2 ,
−1
2

〉

HBF
ZB = −




P ′ S− −R 0 − 1√
2
S− −

√
2R

S†− P ′′ −C R −
√

2Q −
√

3
2Σ−

−R† −C† P ′′∗ S†+
√

3
2Σ+ −

√
2Q∗

0 R† S+ P ′∗
√

2R† − 1√
2
S+

− 1√
2
S†− −

√
2Q†

√
3
2Σ†+

√
2R P ′′′ −∆so C

−
√

2R† −
√

3
2Σ†− −

√
2Q∗ − 1√

2
S†+ C† P ′′′∗ −∆so
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(A.2)
with

P ′ =
1

2

{
kx(L+M)kx + ky(L+M)ky + kz2Mkz

}

+
i

2

{
kx(F −G−H1 +H2)ky − ky(F −G−H1 +H2)kx

}
,

P ′′ =
1

6

{
kx(L+ 5M)kx + ky(L+ 5M)ky + 2kz(2L+M)kz

}

+
i

6

{
kx(F −G−H1 +H2)ky − ky(F −G−H1 +H2)kx

}
,
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kx(F −G−H1 +H2)ky − ky(F −G−H1 +H2)kx

}
,
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{
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}
,

R =
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2
√

3

{
kx(L−M)kx − ky(L−M)ky − i[kxNky + kyNkx]

}
,

S± =− 1√
3

{
k±(F −G)kz + kz(H1 −H2)k±

}
,

C =− 1

3

{
kz(F −G−H1 +H2)k− − k−(F −G−H1 +H2)kz

}
,

Σ± =− 1

3
√

3

{
k±(F −G+ 2H1 − 2H2)kz + kz(2F − 2G+H1 −H2)k±

}
.

where L, M , F , G, H1 and H2 are mass parameters and ∆so is the spin-
orbit energy. This set of parameters can be re-expressed in terms of the
well-known Luttinger parameters if necessary.
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A.1.3 Six-band Burt-Foreman Hamiltonian in cylindrical co-
ordinates

The position-dependent Hamiltonian in cylindrical coordinates has been
derived from (A.2) in the present work, since the six-band version was not
available in literature. In order to do this, all Cartesian differential operators
are replaced by their cylindrical counterparts. Then, the axial approxima-
tion γ̃ = 1

2(γ2 + γ3)[77, 78] is taken into account (only the R terms of (A.2)
are changed) and the resulting Hamiltonian reads

HZB
BF (Fz) =
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2

)

ρ

∂

∂ρ
γ̃ +

(
Fz + 1

2

)

ρ
γ̃
∂

∂ρ
+

(
Fz + 3

2

) (
Fz − 1

2

)

ρ2
γ̃

}
,

M25 =
√

2

{
∂

∂ρ
γ2

∂

∂ρ
− 2

∂

∂z
γ2

∂

∂z
+
γ2
ρ

∂

∂ρ
−
(
Fz − 1

2

)2

ρ2
γ2

+

(
Fz − 1

2

)

6ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]}
,

M26 = − 1

3
√

2

{
∂

∂ρ
(c1 − 2c2)

∂

∂z
+

∂

∂z
(2c1 − c2)

∂

∂ρ

+

(
Fz + 1

2

)

ρ

[
(c1 − 2c2)

∂

∂z
+

∂

∂z
(2c1 − c2)

]}
,

M31 = −
√

3

{
∂

∂ρ
γ̃
∂

∂ρ
−
(
Fz − 3

2

)

ρ

∂

∂ρ
γ̃ −

(
Fz − 1

2

)

ρ
γ̃
∂

∂ρ
+

(
Fz − 3

2

) (
Fz + 1

2

)

ρ2
γ̃

}
,

M32 =
1

3

{
∂

∂z
(c1 + c2)

∂

∂ρ
− ∂

∂ρ
(c1 + c2)

∂

∂z

+

(
Fz − 1

2

)

ρ

[
(c1 + c2)

∂

∂z
− ∂

∂z
(c1 + c2)

]}
,

M33 =
∂

∂ρ
(γ1 − γ2)

∂

∂ρ
+

(γ1 − γ2)
ρ

∂

∂ρ
+

∂

∂z
(γ1 + 2γ2)

∂

∂z

−
(
Fz + 1

2

)2

ρ2
(γ1 − γ2)−

(
Fz + 1

2

)

6ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]
,

M34 =
1√
3

{
∂

∂z
c1
∂

∂ρ
− ∂

∂ρ
c2
∂

∂z
−
(
Fz + 3

2

)

ρ

[
c2
∂

∂z
− ∂

∂z
c1

]}
,

M35 =
1

3
√

2

{
∂

∂ρ
(c1 − 2c2)

∂

∂z
+

∂

∂z
(2c1 − c2)

∂

∂ρ

−
(
Fz − 1

2

)

ρ

[
(c1 − 2c2)

∂

∂z
+

∂

∂z
(2c1 − c2)

]}
,

M36 =
√

2

{
∂

∂ρ
γ2

∂

∂ρ
− 2

∂

∂z
γ2

∂

∂z
+
γ2
ρ

∂

∂ρ
−
(
Fz + 1

2

)2

ρ2
γ2

−
(
Fz + 1

2

)

6ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]}
,

M41 = 0,

M42 =
√

3

{
∂

∂ρ
γ̃
∂

∂ρ
−
(
Fz − 1

2

)

ρ

∂

∂ρ
γ̃ −

(
Fz + 1

2

)

ρ
γ̃
∂

∂ρ
+

(
Fz + 3

2

) (
Fz − 1

2

)

ρ2
γ̃

}
,
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M43 =
1√
3

{
∂

∂ρ
c1
∂

∂z
− ∂

∂z
c2
∂

∂ρ
−
(
Fz + 1

2

)

ρ

[
c1
∂

∂z
− ∂

∂z
c2

]}
,

M44 =
∂

∂ρ
(γ1 + γ2)

∂

∂ρ
+

(γ1 + γ2)

ρ

∂

∂ρ
+

∂

∂z
(γ1 − 2γ2)

∂

∂z
−
(
Fz + 3

2

)2

ρ2
(γ1 + γ2)

−
(
Fz + 3

2

)

2ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]
,

M45 =
√

6

{
∂

∂ρ
γ̃
∂

∂ρ
−
(
Fz − 1

2

)

ρ

∂

∂ρ
γ̃ −

(
Fz + 1

2

)

ρ
γ̃
∂

∂ρ
+

(
Fz + 3

2

) (
Fz − 1

2

)

ρ2
γ̃

}
,

M46 = − 1√
6

{
∂

∂ρ
c1
∂

∂z
− ∂

∂z
c2
∂

∂ρ
−
(
Fz + 1

2

)

ρ

[
c1
∂

∂z
− ∂

∂z
c2

]}
,

M51 = − 1√
6

{
∂

∂z
c1
∂

∂ρ
− ∂

∂ρ
c2
∂

∂z
+

(
Fz − 3

2

)

ρ

[
c2
∂

∂z
− ∂

∂z
c1

]}
,

M52 =
√

2

{
∂

∂ρ
γ2

∂

∂ρ
− 2

∂

∂z
γ2

∂

∂z
+
γ2
ρ

∂

∂ρ
−
(
Fz − 1

2

)2

ρ2
γ2

+

(
Fz − 1

2

)

6ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]}
,

M53 =
1

3
√

2

{
∂

∂ρ
(2c1 − c2)

∂

∂z
+

∂

∂z
(c1 − 2c2)

∂

∂ρ

+

(
Fz + 1

2

)

ρ

[
(2c1 − c2)

∂

∂z
+

∂

∂z
(c1 − 2c2)

]}
,

M54 =
√

6

{
∂

∂ρ
γ̃
∂

∂ρ
+

(
Fz + 3

2

)

ρ

∂

∂ρ
γ̃ +

(
Fz + 1

2

)

ρ
γ̃
∂

∂ρ
+

(
Fz + 3

2

) (
Fz − 1

2

)

ρ2
γ̃

}
,

M55 =
∂

∂ρ
γ1

∂

∂ρ
+

∂

∂z
γ1

∂

∂z
+
γ1
ρ

∂

∂ρ
−
(
Fz − 1

2

)2

ρ2
γ1

+

(
Fz − 1

2

)

3ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]
− 2∆so,

M56 = −1

3

{
∂

∂ρ
(c1 + c2)

∂

∂z
− ∂

∂z
(c1 + c2)

∂

∂ρ

+

(
Fz + 1

2

)

ρ

[
(c1 + c2)

∂

∂z
− ∂

∂z
(c1 + c2)

]}
,

M61 = −
√

6

{
∂

∂ρ
γ̃
∂

∂ρ
−
(
Fz − 3

2

)

ρ

∂

∂ρ
γ̃ −

(
Fz − 1

2

)

ρ
γ̃
∂

∂ρ

+

(
Fz − 3

2

) (
Fz + 1

2

)

ρ2
γ̃

}
,
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M62 = − 1

3
√

2

{
∂

∂ρ
(2c1 − c2)

∂

∂z
+

∂

∂z
(c1 − 2c2)

∂

∂ρ

−
(
Fz − 1

2

)

ρ

[
(2c1 − c2)

∂

∂z
+

∂

∂z
(c1 − 2c2)

]}
,

M63 =
√

2

{
∂

∂ρ
γ2

∂

∂ρ
− 2

∂

∂z
γ2

∂

∂z
+
γ2
ρ

∂

∂ρ
−
(
Fz + 1

2

)2

ρ2
γ2

−
(
Fz + 1

2

)

6ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]}
,

M64 = − 1√
6

{
∂

∂z
c1
∂

∂ρ
− ∂

∂ρ
c2
∂

∂z
−
(
Fz + 3

2

)

ρ

[
c2
∂

∂z
− ∂

∂z
c1

]}
,

M65 = −1

3

{
∂

∂z
(c1 + c2)

∂

∂ρ
− ∂

∂ρ
(c1 + c2)

∂

∂z

+

(
Fz − 1

2

)

ρ

[
(c1 + c2)

∂

∂z
− ∂

∂z
(c1 + c2)

]}
,

M66 =
∂

∂ρ
γ1

∂

∂ρ
+

∂

∂z
γ1

∂

∂z
+
γ1
ρ

∂

∂ρ
−
(
Fz + 1

2

)2

ρ2
γ1

−
(
Fz + 1

2

)

3ρ

[
∂

∂ρ
(c1 + c2)− (c1 + c2)

∂

∂ρ

]
− 2∆so.

where γ1, γ2 and γ̃ are the Luttinger mass parameters, ∆so is the spin-orbit
splitting and Fz stands for the total angular momentum.
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A.2 Wurtzite crystal structure

The position-dependent Hamiltonian for the VB of WZ materials derived
with Burt-Foreman operator ordering is:[45]

|u1〉 |u2〉 |u3〉 |u4〉 |u5〉 |u6〉

HWZ = −




F − ρ κ ξ∗ 0 0 0

κ∗ G+ ρ −ξ 0 0
√

2∆3

η −η∗ λ 0
√

2∆3 0

0 0 0 F + ρ κ∗ −ξ
0 0

√
2∆3 κ G− ρ ξ∗

0
√

2∆3 0 −η∗ η λ




,
(A.4)

where

F = ∆1 + ∆2 + λ+ θ,

G = ∆1 −∆2 + λ+ θ,

λ =
~2

2m0
[kzA1kz + kxA2kx + kyA2ky] ,

θ =
~2

2m0
[kzA3kz + kxA4kx + kyA4ky] ,

κ =
~2

2m0
[−kxA5kx + kyA5ky + i (kxA5ky + kyA5kx)] ,

η =
~2

2m0

[
−kzA(+)

6 k+ − k+A(−)
6 kz

]
,

ξ =
~2

2m0

[
−kzA(−)

6 k+ − k+A(+)
6 kz

]
,

ρ =
~2

2m0

[
i ky (A

(+)
5 −A(−)

5 )kx − i kx (A
(+)
5 −A(−)

5 )ky

]
.

Here, m0 is the free electron mass and Ai are material mass parameters,

with A5 = A
(+)
5 +A

(−)
5 and A6 = A

(+)
6 +A

(−)
6 . In addition, the crystal-field

splitting is denoted by ∆1 = ∆cr, and ∆2 and ∆3 are the spin-orbit terms.
In the so-called cubic approximation we have ∆2 = ∆3 = ∆so/3.

It should be stressed that coefficients A
(±)
5 and A

(±)
6 are not generally

available in literature. Here we take the complete asymmetric operator or-

der, i.e. A
(+)
i = Ai and A

(−)
i = 0, following the criteria suggested by Veprek

et al. [201, 202]. In their works it is shown that the emergence of spuri-
ous solutions within the k·p method comes from the non-ellipticity of the
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coupled differential equation system. After analyzing various sets of mass

parameters for several materials, they found that taking A
(−)
i = 0 grants

the ellipticity of the Hamiltonian, thus avoiding non-physical solutions. We
have reached the same result for the materials studied in this work.

A.3 Polytypes

A.3.1 Constant-mass Hamiltonian

The six-band Hamiltonian for studying the VB of ZB/WZ polytypes is as
follows:[46]

|u1〉 |u2〉 |u3〉 |u4〉 |u5〉 |u6〉

HZB/WZ = −




F −K∗ −H∗ 0 0 0

−K G H 0 0
√

2∆3

−H H∗ λ 0
√

2∆3 0

0 0 0 F −K H

0 0
√

2∆3 −K∗ G −H∗
0

√
2∆3 0 H∗ −H λ




,
(A.5)

where

F = ∆1 + ∆2 + λ+ θ,

G = ∆1 −∆2 + λ+ θ,

λ =
~2

2m0
[A1k

2
z +A2k

2
⊥],

θ =
~2

2m0
[A3k

2
z +A4k

2
⊥],

K =
~2

2m0
A5k

2
+ + ∆K,

H =
~2

2m0
A6k+kz + ∆H,

∆K = 2
√

2
~2

2m0
Azk−kz,

∆H =
~2

2m0
Azk

2
−.

Here, m0 is the free electron mass, Ai are effective mass parameters, k⊥ =
k2x + k2y, k± = kx ± iky, ∆1 is the crystal field splitting, and ∆2 and ∆3 are
spin-orbit matrix elements.
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A.3.2 Variable mass Hamiltonian

The position-dependent Burt-Foreman version of Hamiltonian (A.5) reads:

|u1〉 |u2〉 |u3〉 |u4〉 |u5〉 |u6〉

HBF
ZB/WZ = −




F − ρ κ ξ∗ 0 0 0

κ∗ G+ ρ −ξ 0 0
√

2∆3

η −η∗ λ 0
√

2∆3 0

0 0 0 F + ρ κ∗ −ξ
0 0

√
2∆3 κ G− ρ ξ∗

0
√

2∆3 0 −η∗ η λ




,
(A.6)

where

F = ∆1 + ∆2 + λ+ θ,

G = ∆1 −∆2 + λ+ θ,

λ =
~2

2m0
[kzA1kz + kxA2kx + kyA2ky] ,

θ =
~2

2m0
[kzA3kz + kxA4kx + kyA4ky] ,

κ =
~2

2m0
[−kxA5kx + kyA5ky + i (kxA5ky + kyA5kx)] + ∆κ,

η =
~2

2m0

[
−kzA(+)

6 k+ − k+A(−)
6 kz

]
+ ∆η,

ξ =
~2

2m0

[
−kzA(−)

6 k+ − k+A(+)
6 kz

]
+ ∆ξ,

ρ =
~2

2m0

[
i ky

(
A

(+)
5 −A(−)

5

)
kx − i kx

(
A

(+)
5 −A(−)

5

)
ky

]
,

∆ξ =
~2

2m0
[−(kx − i ky)Az(kx − i ky)] ,

∆η = ∆ξ,

∆κ = −2
√

2
~2

2m0

[
(kx + i ky)A

(+)
z kz + kz A

(−)
z (kx + i ky)

]
.

Here, m0 is the free electron mass, Ai are material mass parameters, A5 =

A
(+)
5 + A

(−)
5 , A6 = A

(+)
6 + A

(−)
6 , ∆1 = ∆cr the crystal-field splitting and

∆2 = ∆3 = ∆so/3 the spin-orbit energy terms within the quasi-cubic ap-
proximation.
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Following the same reasoning as for the WZ VB Hamiltonian in section

A.2, we also take complete asymmetric operator ordering (A
(+)
i = Ai and

A
(−)
i = 0) in order to ensure equation system ellipticity.[201, 202]



APPENDIX B
Spin-orbit Hamiltonians in
matrix form

This appendix collects the explicit matrix form of the SOI Hamiltonians
introduced in section 2.3.

B.1 Dresselhaus SOI

B.1.1 Conduction band DSOI Hamiltonian

The DSOI Hamiltonian accounting for the spin-up and spin-down bands of
the CB is:

HCB
BIA = bCB41

(
1
2

{
k2+ + k2−, kz

}
1
4

{
k2+ − k2−, k−

}
−
{
k2z , k+

}

1
4

{
k2− − k2+, k+

}
−
{
k2z , k−

}
−1

2

{
k2+ + k2−, kz

}
)
,

(B.1)
where k± = kx ± i ky.
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B.1.2 Valence band DSOI Hamiltonian

Matrix form of the four-band DSOI Hamiltonian in Cartesian coordinates:

HV B
BIA = HCk +Hb41 +Hb42 +Hb51 +Hb52 , (B.2)

where:

HCk = Ck




0 −k−
2 kz −

√
3 k−
2

−k+
2 0

√
3 k+
2 −kz

kz
√
3 k−
2 0 −k−

2

−
√
3 k+
2 −kz −k+

2 0



, (B.3)

with k± = kx ± i ky.

Hb41 = bV B41




3
2 P41

√
3
2 L41 0 0√

3
2 L†41

1
2 P41 L41 0

0 L†41 −1
2 P41

√
3
2 L41

0 0
√
3
2 L†41 −3

2 P41


 , (B.4)

where P41 = (k2x − k2y) kz and L41 = i k− kx ky − k+ k2z .

Hb42 = b42




27
8 P41

7
√
3

8 L41 0 −3
4 L42

7
√
3

8 L†41
1
8 P41

5
2 L41 0

0 5
2 L
†
41 −1

8 P41
7
√
3

8 L41
3
4 L
†
42 0 7

√
3

8 L†41 −27
8 P41


 , (B.5)

where L42 = i k+ kx ky + k− k2z .

Hb51 = b51




0 −
√
3
4 K+

√
3
2 Kz −3

4 K−
−
√
3
4 K− 0 3

4 K+ −
√
3
2 Kz√

3
2 Kz

3
4 K− 0 −

√
3
4 K+

−3
4 K+ −

√
3
2 Kz −

√
3
4 K− 0


 , (B.6)

where K+ = Kx + iKy, K− = Kx− iKy, Kx = kx (k2y + k2z), Ky = ky (k2x +
k2z), and Kz = kz (k2x + k2y).

Hb52 = b52




0 −
√
3
4 M+

√
3
2 k3z −3

4 M−
−
√
3
4 M− 0 3

4 M+ −
√
3
2 k3z√

3
2 k3z

3
4 M− 0 −

√
3
4 M+

−3
4 M+ −

√
3
2 k3z −

√
3
4 M− 0


 , (B.7)

where M+ = k3x + i k3y and M− = k3x − i k3y.
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B.2 Rashba SOI

B.2.1 Conduction band RSOI Hamiltonian

The electron RSOI Hamiltonian reads:

HCB
SIA = r41

(
−Fxky + Fykx −(iFx + Fy)kz + iFzk−

(iFx + Fy)kz − iFzk+ Fxky − Fykx

)
, (B.8)

where Fi are the components of the external electric field F and k± =
kx ± i ky.





APPENDIX C
Strain Hamiltonians

The implementation of strain into the k·p models is carried out following
Bir and Pikus [32]. In this appendix we present the strain Hamiltonians for
the crystal structures studied throughout the Thesis.

C.1 Zinc-blende QDs

C.1.1 Conduction band

The one-band electron Hamiltonian of equation (2.14) has to be supple-
mented with

HZB
ε = ac(εxx + εyy + εzz), (C.1)

with ac standing for the CB deformation potential.

C.1.2 Valence band

The four-band VB strain Hamiltonian is derived from Hamiltonian (A.1)
after performing the following substitutions:

~2

2m0
γ1 → −av, (C.2a)

~2

2m0
γ2 → −

b

2
, (C.2b)

~2

2m0
γ3 → −

d

2
√

3
. (C.2c)
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Here, av is the hydrostatic VB deformation potential, and b and d are shear
VB deformation potentials. The strain Hamiltonian is as follows:

∣∣3
2

+3
2

〉 ∣∣3
2

+1
2

〉 ∣∣3
2
−1
2

〉 ∣∣3
2
−3
2

〉

HZB
ε = −




Pε +Qε −Sε Rε 0

−S†ε Pε −Qε 0 Rε

R†ε 0 Pε −Qε Sε

0 R†ε S†ε Pε +Qε



,

(C.3)

with

Pε = −av(εxx + εyy + εzz),

Qε = − b
2

(εxx + εyy − 2εzz),

Rε =

√
3

2
b(εxx − εyy)− idεxy,

Sε = −d(εzx − iεyz).

C.2 Wurtzite QDs

C.2.1 Conduction band

WZ crystals are hexagonal, so they have different lattice parameters in the
axial and in-plane directions. Therefore, the strain is clearly anisotropic
and this is also reflected in the strain Hamiltonian

HWZ
ε = a⊥c (εxx + εyy) + azcεzz, (C.4)

where a⊥c and azc are the CB deformation potentials for the in-plane and
growth directions, respectively.
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C.2.2 Valence band

The hole Hamiltonian for strained WZ systems is obtained by substituting
the effective mass parameters ~2

2m0
Ai by the deformation potentials Di in

equation (A.4). The resulting strain Hamiltonian reads:

|u1〉 |u2〉 |u3〉 |u4〉 |u5〉 |u6〉

HWZ
ε =




Fε κε ξ∗ε 0 0 0

κ∗ε Fε −ξε 0 0 0

ξε −ξ∗ε λε 0 0 0

0 0 0 Fε κ∗ε −ξε
0 0 0 κε Fε ξ∗ε
0 0 0 −ξ∗ε ξε λε




,
(C.5)

where

Fε = (D1 +D3)εzz + (D2 +D4)(εxx + εyy),

λε = D1εzz +D2(εxx + εyy),

κε = D5(−εxx + εyy + 2i εxy),

ξε = −D6(εxz + i εyz).





APPENDIX D
Carrier-phonon interaction
Hamiltonians

This appendix outlines the derivation and contains complete expressions for
the deformation-potential and piezoelectric Hamiltonians, equation (4.1), in
terms of the phonon normal modes of vibration. Only ZB semiconductors
are considered since spin scattering phenomena in WZ are not investigated
in the present Thesis.

The origin of these interaction potentials lies in the displacement of lat-
tice atoms from their equilibrium positions, producing strain and this strain
yielding piezoelectricity. Therefore, we can use the expressions introduced
for the strain and piezoelectricity in section 2.4.1, which depend on the
strain tensor components εij , and then relate them to the normal modes of
vibration.

First, we write the displacement of crystal atoms uλ(r) in terms of the

phonon creation and annihilation operators, a†q and aq, respectively:[203]

uλ(r) =
∑

q

ηλ(q)

√
~

2MNωqλ

(
aq e

iqr + a†q e
−iqr

)
, (D.1)

where M and N are the mass and number of atoms in the crystal, q is the
wave vector, and λ indicates the phonon branch: longitudinal (λ = l) or
transversal (λ = t1, t2). ηλ(q) stands for the polarization vector. Here we
use:[118]

ηl(q) =
1

q



qx
qy
qz


 , ηt1(q) =

1

q q⊥



qx qz
qy qz
−q2⊥


 , ηt2(q) =

1

q⊥



qy
−qx

0


 , (D.2)
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with q⊥ =
√
q2x + q2y .

Taking into account equation (D.2) and the definition of the strain tensor
in terms of displacements, equation (2.25), after some algebra one obtains:

ελij = − i
2

∑

q

Uλ(q)
(
ηiλ(q) qj + ηjλ(q) qi

)
F (q, r), (D.3)

where F (q, r) = a†q e−iqr and Uλ(q) =
√
~/(2 ρ V ωq λ). Here, the annihila-

tion operator term has been dropped since we have assumed zero tempera-
ture, i.e. no emission processes, and MN = ρ V , with ρ and V standing for
the crystal density and volume.

Equation (D.3) is the general form of the strain components. The spe-
cific expressions for the six independent strain components and three phonon
branches can be easily obtained from the general one. Thus, we show here
the case of εlxx as an example and omit the others for brevity. After substi-
tuting the polarization vector ηl(q) given in equation (D.2) into (D.3), one
obtains:

εlxx = −i
∑

q

Uλ(q)

(
q2x
q

)
F (q, r). (D.4)

Following a similar procedure one can calculate the remaining strain com-
ponents, which will be further substituted in the strain and piezoelectric
Hamiltonians as shown below.

D.1 Piezoelectric potential

The piezoelectric potential is given by:[204]

φλpz = −
∑

q

4π i

εr q2
h14

(
qx ε

λ
yz + qy ε

λ
xz + qz ε

λ
xy

)
. (D.5)

where εr is the relative dielectric constant and h14 is the piezoelectric con-
stant. The corresponding expressions for the different phonon branches are

φlpz = −12π h14
εr

U l(q)
∑

q

qxqyqz
q3

F (q, r), (D.6a)

φt1pz = −4π h14
εr

U t(q)
∑

q

qxqy (2q2z − q2⊥)

q3 q⊥
F (q, r), (D.6b)
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φt2pz = −4π h14
εr

U t(q)
∑

q

qz (q2y − q2x)

q2 q⊥
F (q, r), (D.6c)

It is worth noting that φpz is a potential diagonal term and the expres-
sions in (D.6) are valid for both electrons and holes.

D.2 Deformation potential

The carrier-phonon interaction Hamiltonian for the deformation-potential
relaxation mechanism, Hλ

dp, is derived by simply substituting the strain
components calculated above into the corresponding strain Hamiltonians
presented in appendix C.

D.2.1 Conduction band

For electrons, only longitudinal phonon modes contribute to the deformation-
potential scattering. After carrying out the aforementioned substitution into
equation C.1 one gets

H l
dp = −i ac U l(q)

∑

q

q F (q, r) (D.7)

with ac denoting the CB deformation potential.

D.2.2 Valence band

The deformation potential term is given by the four-band Bir-Pikus strain
Hamiltonian, equation (C.2). The strain operators for the three branches
become

pl = i av U
l(q)

∑

q

q F (q, r), (D.8a)

ql = i
b

2
U l(q)

∑

q

(
q − 3

q2z
q

)
F (q, r), (D.8b)

rl = −i U l(q)
∑

q

(√
3

2
b
q2x − q2y
q

− i d qx qy
q

)
F (q, r), (D.8c)

sl = i dU l(q)
∑

q

qz (qx − i qy)
q

F (q, r), (D.8d)
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for longitudinal phonons,

pt1 = 0, (D.9a)

qt1 = i
b

2
U t(q)

∑

q

(
3 qz q⊥
q

)
F (q, r), (D.9b)

rt1 = −i U t(q)
∑

q

(√
3

2
b
qz (q2x − q2y)

q q⊥
− i d qx qy qz

q q⊥

)
F (q, r), (D.9c)

st1 = i
d

2
U t(q)

∑

q

(q2z − q2⊥) (qx − i qy)
q⊥ q

F (q, r), (D.9d)

for transversal t1 phonons, and

pt2 = 0, (D.10a)

qt2 = 0, (D.10b)

rt2 = −i U t(q)
∑

q

(
√

3b
qx qy
q⊥
− id

2

q2y − q2x
q⊥

)
F (q, r), (D.10c)

st2 = −d
2
U t(q)

∑

q

qz (qx − i qy)
q⊥

F (q, r), (D.10d)

for transversal t2 phonons. Parameters av, b and d stand for the VB defor-
mation potential.
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El treball presentat en aquesta Tesi doctoral s’emmarca dintre del camp de
la nanotecnologia, és a dir, estudia les propietats de sistemes amb grandàries
en escala nanomètrica. Aquesta escala propicia l’aparició de fenòmens
quàntics perquè quan els portadors de càrrega, tant electrons com forats, es
troben confinats en un espai de dimensions del mateix ordre o inferior a la se-
ua longitud d’ona de de Broglie, es comporten seguint les lleis de la mecànica
quàntica, de manera que una descripció clàssica deixa de ser vàlida. Aquest
fet dóna lloc a una sèrie de propietats no habituals en sistems tradicionals
que fan que aquestes nanoestructures siguen especialment prometedores per
al desenvolupament de nombroses aplicacions tecnològiques en camps tan
diversos com medicina, electrònica, cèl.lules solars, computació, etc.[1, 4–8]

Entre la gran diversitat de sistemes nanoscòpics, nosaltres ens centrem
principalment en nanoestructures semiconductores de baixa dimensionali-
tat, concretament en aquelles que confinen els portadors de càrrega en les
tres direccions de l’espai, anomenades normalment punts quàntics o quan-
tum dots (QDs). Aquestes estructures es caracteritzen per presentar un
espectre d’energia discret paregut al dels àtoms, pel que de vegades se les
coneix també com àtoms artificials.[2] A més, els punts quàntics presen-
ten l’avantatge de poder ser sintetitzats en una gran varietat de formes,
grandàries, materials i de ser poblats de forma controlada amb un nombre
de portadors determinat.[10, 11] Aquesta gran flexibilitat permet el disseny
de punts quàntics molt diversos, podent decidir en cada cas quin sistema és
el més adient per a la finalitat que ha de complir.

Els mètodes de fabricació més importants són bàsicament tres: tècniques
litogràfiques,[13, 14] creixement auto-ordenat[16, 17] i tècniques de qúımica
humida.[18] Cadascun d’ells proporciona punts quàntics amb unes carac-
teŕıstiques diferents. Els més estudiats en aquesta memòria són els obtinguts
a partir de les dues darreres tècniques per motiu de la seua tridimensiona-
litat. Els punts quàntics auto-ordenats solen presentar forma piramidal, de
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piràmide truncada, lents planes o anells, amb alçades de l’ordre de 25 nm i
bases de 20 nm d’amplada. Pel que fa als nanocristalls col.löıdals fabricats
per via humida, solen ser pràcticament esfèrics amb radis menuts (d’apro-
ximadament 1.2-10 nm). Quant als materials emprats, els punts quàntics
t́ıpics estan compostos per semiconductors binaris amb estructura cristal-
lina zinc-blenda (ZB) o wurtzita (WZ), però recentment també s’ha acon-
seguit sintetitzar punts quàntics polit́ıpics, en els que coexisteixen ambdues
fases cristal.lines d’un mateix material. A més a més, en els darrers anys
també ha sigut possible obtenir punts quàntics a partir de materials pura-
ment bidimensionals, com per exemple grafé o d’altres més recents com ara
el MoS2 monocapa.

Per tal de poder implementar satisfactòriament els punts quàntics en
dispositius tecnològics que algun dia arriben a comercialitzar-se, és fona-
mental entendre en profunditat les seues propietats, tant des d’un punt de
vista teòric com experimental. A aquest respecte, cal tindre present que
no es tracta de sistemes äıllats del seu voltant i que la interacció amb el
medi exterior pot provocar canvis substàncials en el seu comportament.
Per aquest motiu, un dels principals objectius d’aquesta Tesi és investigar
l’efecte que el medi que envolta als punts quàntics té sobre la seua estruc-
tura electrònica. En particular, estudiem la influència de les tensions que
sorgeixen en la interfase entre dos materials com a conseqüència de tenir
constants de xarxa diferents, aix́ı com dels camps piezoelèctrics derivats
d’aquestes forces de tensió. Aquests dos factors poden donar lloc a canvis
en l’estructura electrònica, separació d’electrons i forats en excitons, i són
també els principals mecanismes de relaxació d’esṕın. D’altra banda, tant
important com entendre les propietats electròniques i òptiques dels punts
quàntics, ho és també disposar dels mitjans per a manipular-les externa-
ment de forma reversible i aix́ı poder controlar fàcilment la seua resposta.
Açò sol fer-se mitjançant camps elèctrics i magnètics externament aplicats,
de forma que esdevé de vital importància conèixer com afecten aquests a
l’estructura electrònica i a la resposta dels punts quàntics.

L’objectiu principal d’aquesta Tesi és estudiar teòricament l’estructura
electrònica de punts quàntics semiconductors sota la influència de camps
externament aplicats i del medi que els envolta. La metodologia empra-
da és bàsicament el mètode k·p en el marc de les aproximacions de massa
efectiva (EMA) i funció envolupant (EFA).1 El mètode k·p és un model
continu basat en la teoria de pertorbacions que té en compte les simetri-
es dels cristalls per descriure l’estructura electrònica en funció d’un redüıt

1Altres formalismes s’han utilitzat en l’estudi de sistemes correlacionats però només
de forma puntual.
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nombre de paràmetres emṕırics, que es determinen experimentalment o a
partir de càlculs ab initio. Malgrat la seua senzillesa, aquest model per-
met estimar satisfactòriament les propietats d’electrons i forats amb una
exigència computacional raonable. Adicionalment, el mètode k·p permet
estudiar amb relativa facilitat camps magnètics i elèctrics aplicats externa-
ment, la interacció esṕın-òrbita, les forces de tensió i deformació, i també la
piezoelectricitat, que són els fenòmens analitzats en aquesta Tesi. Pel que fa
als dos factors enumerats en darrer lloc, els camps que aquests originen i que
després entren en els Hamiltonians, es calculen utilitzant la teoria cont́ınua
de l’elasticitat.

La metodologia emprada consisteix en la modelització teòrica de les
propietats de les nanoestructures mitjançant el desenvolupament de codis
computacionals fent ús dels programes Fortran i Matlab. Per a la in-
tegració numèrica dels Hamiltonians utilitzem els mètodes de diferències
finites o elements finits. Adicionalment, també s’ha usat el programari co-
mercial Comsol Multiphysics en alguns treballs, espećıficament en aquells
que investiguen les forces de tensió i la piezoelectricitat.

En primer lloc, estudiem els efectes resultants de l’aplicació de camps
magnètics externs en dos sistemes diferents. D’una banda, explorem l’es-
tructura electrònica de la banda de valència de punts quàntics de GaN/AlN
amb estructura cristal.lina zinc-blenda. Aquests materials tenen la banda
de split-off (so) molt pròxima a les de forat pesat (hh) i lleuger (lh), de
forma que és d’esperar que hi haja una interacció no rebutjable de les ban-
des esmentades, fet pel qual esdevé necessari l’ús d’un model de sis bandes.
Com els punts considerats presenten simetria axial i els paràmetres màssics
dels dos materials són prou diferents, constrüım un Hamiltonià de massa
variable en coordenades ciĺındriques, de manera que el problema es redu-
eix de tres a dues dimensions. Els resultats obtinguts ens indiquen que la
puresa de esṕın de punts quàntics de GaN/AlN de dimensions t́ıpiques és
extraordinàriament gran. Fins i tot major que la de punts quàntics de In-
GaAs/GaAs. Resultat aquest sorprenent atesa la massa efectiva més gran
del GaN que origina una major densitats d’estats i la menor interacció
esṕın-òrbita que implica una major proximitat de la banda de split-off. La
justificació la trobem en el valor petit del paràmetre de mescla γ̃ que apareix
en els termes extradiagonals de l’Hamiltonià. Un segon resultat remarcable
és la possibilitat de creuament entre un estat fonamental hh i un excitat lh
quan la proporció alçada/diàmetre és aproximadament la unitat, creuament
originat per l’acció d’un camp magnètic extern axialment aplicat. Aquest
fet significa que és possible controlar magnèticament les propietats òptiques,
com ara la polarització d’emissió excitònica.
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Tot seguit, analitzem el paper d’un camp magnètic axialment aplicat en
anells quàntics de forma hexagonal poblats amb un nombre redüıt d’elec-
trons. És ben conegut que l’acció d’un camp magnètic aplicat axialment
sobre un sistema anular origina l’anomenat efecte Aharonov-Bohm. Aquest
efecte, que és conseqüència de la topologia doblement connexa del sistema,
dóna lloc a un espectre energètic que es repeteix periòdicament amb el flux
magnètic. Aquest fenòmen ha sigut àmpliament estudiat en anells amb si-
metria circular però les conseqüències d’una reducció de simetria han estat
poc o gens explorades. Realitzem una sèrie de càlculs canviant el nombre
d’electrons que poblen l’anell des d’un fins a set i analitzem la forma dels
espectres d’energia. El resultat més llamatiu és la completa supressió de
les oscil.lacions t́ıpiques associades a l’efecte Aharonov-Bohm en el cas del
sistema poblat amb sis electrons. Aquest fet és conseqüència directa de la
simetria hexagonal dels anells i s’ha comprovat que només pot ocórrer en
el cas de sis electrons, i sempre que el sistema estiga en un règim de baixa
densitat electrònica. Estudiem també la influència d’un camp magnètic axi-
al en nanofils hexagonals multi-capa, la secció dels quals origina un pou de
potencial en forma d’anell hexagonal. Els resultats mostren senyals carac-
teŕıstiques de la simetria hexagonal, aix́ı com un patró t́ıpic d’oscil.lacions
d’Aharonov-Bohm. A camps febles aquestes oscil.lacions poden desaparèixer
o ressorgir en funció de la intensitat dels camps aplicats, independentment
de la configuració dels electròdes en el dispositiu. Aquests resultats perme-
ten entendre les observacions experimentals de treballs recents on es rea-
litzen experiments de magneto-conductància en nanofils similars. Quan els
camps són més forts sorgeixen diverses transicions en l’espectre d’energia
que són indüıdes pel camp magnètic. El seu origen són tant els canvis en la
distribució electrònica com el buidatge o despoblament electrònic de bandes
excitades. Des d’un punt de vista experimental, aquestes transicions hau-
rien d’observar-se en mesures de magneto-conductància com a corbes amb
forma d’escaló.

Realitzem un segon estudi on la topologia juga un paper clau: l’e-
xistència o no d’estats localitzats en la frontera f́ısica del sistema, amb
energies situades en la zona prohibida (band gap), en el cas de nanocintes i
punts quàntics fabricats a partir de monocapes de MoS2. Aquest material
pertany a la familia dels dicalcogenurs de metalls de transició i en la seua
forma purament bidimensional es comporta com un semiconductor de gap
directe. En el cas de les nanocintes mostrem que aquestes estructures finites
efectivament presenten estats espacialment localitzats a les vores o fronte-
ra f́ısica del sistema amb energies situades dintre de la banda prohibida.
L’origen d’aquests estats localitzats s’ha pogut relacionar amb el caràcter
topològic marginal de l’Hamiltonià del MoS2. Aquesta topologia està direc-
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tament determinada per la curvatura de les bandes de conducció i valència.
Pel que fa a punts quàntics, el comportament observat és qualitativament
el mateix però ara les bandes dels estats de vora es troben quantitzades, de
forma que hi ha un nombre discret d’estats a la banda prohibida.

Investiguem també els processos de relaxació d’esṕın en punts quàntics.
En particular, tenim en compte transicions entre els subnivells d’esṕın con-
trari en què es desdobla l’estat fonamental per l’acció de l’efecte Zeeman en
presència d’un camp magnètic. Com la separació energètica entre els estats
implicats és d’uns pocs meV, el principal mecanisme de relaxació és la in-
teracció amb fonons acústics. Adicionalment, per a que la relaxació tinga
lloc fa falta una font de mescla d’esṕın que permeta la transició. En els siste-
mes abordats aćı, aquesta mescla ve originada per la interacció esṕın-òrbita.
Tradicionalment, els treballs que han estudiat els efectes de la interacció
esṕın-òrbita en la literatura han considerat models bidimensionals, els quals
descriuen correctament punts quàntics electrostàtics. Tanmateix, en punts
auto-ordenats i nanocristalls l’alçada de les estructures pot arribar a ser
important i, per tant, s’espera que aquests models simplificats comencen a
fallar. Per aquest motiu, nosaltres estudiem l’efecte de la tridimensionalitat
en la relaxació d’esṕın, prestant especial atenció a la seua anisotropia. Pri-
mer, examinem com afecta la forma del confinament espacial a la relaxació
d’esṕın fent ús d’un model de punts quàntics de forma esferöıdal. Trobem,
tant en la banda de conducció com en la de valència, que la tridimensio-
nalitat dels punts és rellevant, evidenciant que els models bidimensionals
utilitzats fins ara no són suficient per estudiar aquests sistemes de forma
rigorosa. A més, observem una gran anisotropia en la relaxació quan es
canvia la forma dels punts com a conseqüència de la gran influència de la
simetria del sistema en els Hamiltonians d’esṕın-òrbita, fet que determina el
grau de mescla d’esṕın i, per tant, l’eficiència dels mecanismes de relaxació.
Tot seguit, passem a explorar punts quàntics més realistes on la tridimensi-
onalitat és a priori important, com per exemple punts quàntics piramidals
o molècules de dos punts quàntics acoblats verticalment. En aquests casos
observem també una gran anisotropia de la relaxació d’esṕın quan es ro-
ta l’orientació de camps aplicats externament, evidenciant que és possible
maximitzar o minimitzar els processos de relaxació orientant els camps en
la direcció adequada. Aquest comportament anisotropic és, en general, ro-
bust davant de canvis en la geometria i en la orientació cristal.logràfica dels
sistemes considerats. En particular, observem que, en molècules de punts
quàntics, el temps de vida mitjana és màxim quan la funció d’ona forma
estats moleculars homonuclears, però es redueix ràpidament en presència de
qualsevol factor que minve la seua simetria.
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Seguidament analitzem els efectes que té el medi que envolta als punts
quàntics sobre les seues propietats. En concret, ens centrem en les forces
de tensió i la piezoelectricitat que s’originen en la diferència entre les cons-
tants de xarxa del material del punt i el de la matriu que l’envolta. Incloem
també la polarització espontània quan és rellevant. Simulem el comporta-
ment d’electrons i forats formant excitons en dos sistemes amb estructura
crital.lina diferent. Per un costat, en nanocristalls esfèrics de CdSe/CdS
amb estructura wurtzita amb cor i capa exterior grans2 (dot-in-dot) sorgei-
xen forts camps piezoelèctrics dipolars en la direcció de creixement, mentre
que la polarització espontània és menyspreable. Aquests forts camps de
polarització produeixen una clara separació d’electrons i forats malgrat el
potencial atractiu de Coulomb que actua en sentit contrari. La separació de
les dues part́ıcules origina que el solapament de les funcions d’ona siga feble
i, per tant, els temps de vida mitjana de l’excitó llargs. Es troben resultats
semblants quan estudiem altres geometries sempre que tant cor com capa
externa siguen el suficientment grans. Les diverses estructures considerades
s’obtenen elongant el cor, la capa exterior o tots dos al mateix temps, de
manera que representen de forma aproximada sistemes anomenats en anglès
dot-in-rod, dot-in-plate i rod-in-rod. Cal destacar que per obtenir excitons
amb temps de vida mitjana llargs, cal que la capa exterior siga gran en
la direcció axial, tal com podem esperar, però sorprenentment cal que siga
també gran en la direcció lateral, ja que aquesta capa afecta a la magnitud
global de les forces de tensió. Explorem també el paper d’aquests efectes
en punts quàntics polit́ıpics de GaAs. Aquestes estructures estan formades
per segments amb estructura crital.lina zinc-blenda en la direcció [111] que
s’alternen amb altres que presenten estructura wurtzita [0001]. Degut a la
gran similitud d’ambdues estructures cristal.lines i al fet d’estar formades
pel mateix material, les forces de tensió i la piezoelectricitat són rebutjables.
En canvi, la polarització espontània s’espera que siga molt important ja que
en les interfases es passa d’una regió on la polarització espontània és zero
a una altra on no ho és, cosa que pot originar forts camps de polarització
en la direcció de creixement. En estudiar aquest fenòmen comprovem que
efectivament la polarització espontània no és menyspreable i afecta notable-
ment al comportament dels excitons. D’una banda, l’energia de l’excitó és
molt sensible a canvis en les dimensions dels punts quàntics. D’altra banda,
controlant el confinament lateral es pot induir una transició gradual entre
excitons directes i indirectes, fet que influeix en gran mesura a la separa-
ció d’electrons i forats i, per extensió, a les propietats òptiques dels punts
polit́ıpics.

2 Utilitzem “cor” i “capa exterior” per referir-nos a core i external shell.
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Tots els continguts presentats en la present Tesi doctoral es basen en els
onze articles d’investigació en què l’autor ha particitat durant els darrers
quatre anys. Tots ells estan publicats en revistes especialitzades de recone-
gut prestigi internacional. Una còpia d’aquests es recull al final d’aquesta
memòria.
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Abstract
We study the spin purity of the hole ground state in nearly axially symmetric GaN/AlN
quantum dots (QDs). To this end, we develop a six-band Burt–Foreman Hamiltonian
describing the valence band structure of zinc blende nanostructures with cylindrical symmetry
and calculate the effects of eccentricity variationally. We show that the aspect ratio is a key
factor for spin purity. In typical QDs with small aspect ratio the ground state is essentially a
heavy hole (HH) whose spin purity is even higher than that of InGaAs QDs of similar sizes.
When the aspect ratio increases, mixing with light-hole (LH) and split-off (SO) subbands
becomes important and, additionally, the ground state becomes sensitive to QD anisotropy,
which further enhances the mixing. We finally show that, despite the large GaN hole effective
mass, an efficient magnetic modulation is feasible in QDs with aspect ratio ∼1, which can be
used to modify the ground state symmetry and hence the optical spectrum properties.

(Some figures may appear in colour only in the online journal)

1. Introduction

GaN/AlN QDs are nanostructures of current interest for
optoelectronic applications owing to their emission in the
UV spectrum and their efficient optical activity up to room
temperature [1]. The former property follows from the wide
bandgap of GaN (3.4 eV), while the latter follows from
the low dielectric constants, large effective masses and band
offsets, which enable the unprecedented strength of exciton
confinement. The wide bandgap is also responsible for weak
spin–orbit interactions [2], which should translate into long
exciton spin relaxation lifetimes. This is of interest for
spintronic applications.

GaN QDs can be grown in hexagonal (wurtzite) or cubic
(zinc blende) crystallographic phases [1, 3, 4]. Wurtzite QDs
are characterized by the presence of strong built-in electric
fields (of the order of MV cm−1) due to spontaneous and
piezoelectric polarization [1, 5]. This constitutes a critical
factor in determining the optical response of the QDs [6, 5,
7], as well as the exciton spin lifetime, which turns out to be
rather short—of the order of 200 ps at room temperature [8].
Built-in electric fields are, however, missing in GaN/AlN QDs
with zinc blende structure [6]. Lagarde et al showed that, as

a consequence, the optical orientation in cubic structures is
robust even at room temperature, with exciton spin lifetimes
exceeding 10 ns [9].

These results hold promise for both optoelectronic and
spintronic applications of cubic GaN/AlN QDs and have
triggered an increasing number of works investigating their
properties [2, 10–13]. An important aspect to understand such
properties is the valence band mixing, which is known to
underlie the optical polarization [13, 14] and the exciton
spin dynamics [13, 15, 16]. The valence band structure of
GaN is complicated because the spin–orbit splitting is only
17 meV [17]. As a consequence, light-hole (LH) and split-off
(SO) subbands may couple strongly and come close to the
heavy-hole (HH) subband in the Brillouin zone center, as
noted in GaN/AlN superlattices [18]. The situation could,
however, be different in QDs because HH, LH and SO
have different effective masses and hence feel quantum
confinement differently [13]. Indeed, the long spin lifetimes
observed by Lagarde et al suggest a ground state with weak
valence band mixing. Understanding the relationship between
QD confinement and valence band mixing is then desirable.

In this work we investigate how the size and shape of
cubic GaN/AlN QDs influence the valence band admixture of
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the hole ground state. The QDs are assumed to be grown along
the [001] axis [3, 4]. Because holes have strongly anisotropic
masses, we find that flat QDs—where vertical confinement
dominates over the lateral one—favor HH character and
high spin purity. As a matter of fact, the spin purity is
higher than that of more conventional materials such as
InGaAs, which supports the suitability of these structures for
optical spin storage. In contrast, high QDs with strong lateral
confinement imply dominant LH character. When vertical
and lateral confinements are comparable HH and LH states
are close in energy. Then, the admixture becomes significant
and very sensitive to in-plane anisotropy, as noted in recent
experiments. In this case, we show that the different Zeeman
splitting of states with dominant HH and LH components
can be used to induce ground state transitions. This enables
efficient magnetic manipulation of the optical spectrum in
spite of the large effective mass of GaN.

2. Theory

An accurate description of holes in GaN/AlN QDs can
be obtained using six-band k · p Hamiltonians including
HH, LH and SO subbands [19]. This requires spanning the
Hamiltonian on the basis of periodic Bloch functions |J, Jz〉:∣∣∣∣32 ,+3

2

〉
=

1
√

2
|(X + iY) ↑〉 = |hh+〉,∣∣∣∣32 ,+1

2

〉
=

1
√

6
|(X + iY) ↓〉 −

√
2
3
|Z ↑〉 = |lh+〉,∣∣∣∣32 ,−1

2

〉
= −

1
√

6
|(X − iY) ↑〉 −

√
2
3
|Z ↓〉 = |lh−〉,∣∣∣∣32 ,−3

2

〉
=

1
√

2
|(X − iY) ↓〉 = |hh−〉,∣∣∣∣12 ,+1

2

〉
=

1
√

3
|(X + iY) ↓〉 +

√
1
3
|Z ↑〉 = |so+〉,∣∣∣∣12 ,−1

2

〉
= −

1
√

3
|(X − iY) ↑〉 +

√
1
3
|Z ↓〉 = |so−〉.

The |3/2,±3/2〉 components correspond to HH, the
|3/2,±1/2〉 to LH and the |1/2,±1/2〉 to SO. One can see
from the explicit |J, Jz〉 functions above that HH components
have pure spin, while LH and SO components contain a spin
admixture.

Since the Luttinger parameters of GaN and AlN are
quite different, it is convenient to employ position-dependent
effective mass parameters. Then, instead of the classical
Luttinger Hamiltonian [20] one must use the Burt–Foreman
one [21, 22]. A detailed description of this Hamiltonian can
be found in [23], where the due expression in Cartesian
coordinates is given1. For circular QDs it is, however,
convenient to use cylindrical coordinates instead. We then

1 Please note that table 12.4 in [23], where the information is included,
contains a few typos. Thus, the Hamiltonian element (5, 4) must be +

√
2R

instead of −
√

2R, and the Hamiltonian element (6, 3) should be −
√

2Q∗

instead of −
√

2Q. Finally, in the definitions of Q, the third term in the sum
reading +2kz(L−M)kz must be −2kz(L−M)kz.

convert the coordinate system from Cartesian to cylindrical.
Additionally, we include a magnetic field along [001] by
following the prescription of [24] i.e. by introducing the
magnetic terms in the k · p Hamiltonian prior to applying
the envelope function approximation. Note that this is in
contrast to the traditional Luttinger formulation for bulk
semiconductors and the usual formulations for nanostructures
which implement the magnetic field after the envelope
function approximation [25]. For multi-band studies of
nanostructures, our formulation provides a more reliable
description of the magnetic field [26, 27].

The resulting Hamiltonian is one of the important results
of this work. It is a 6 × 6 matrix, H6, whose elements are
given in the appendix. The QD is modeled as a quantum disc
of radius R and height H. Since the disc has axial symmetry,
the angular coordinate is integrated analytically. Then, within
the axial approximation of the k·p Hamiltonian [28], the states
can be labeled by their total angular momentum Fz = mz+ Jz,
which is the sum of the envelope angular momentum mz and
the Bloch angular momentum Jz. The eigenfunctions of H6
are then six-component spinorial objects of the form

|Fz, n〉 =



f (1)Fz−3/2 (ρ, z) |hh+〉

f (2)Fz−1/2 (ρ, z) |lh+〉

f (3)Fz+1/2 (ρ, z) |lh−〉

f (4)Fz+3/2 (ρ, z) |hh−〉

f (5)Fz−1/2 (ρ, z) |so+〉

f (6)Fz+1/2 (ρ, z) |so−〉


(1)

where n = 1, 2, 3, . . . is the main quantum number and
f (i)mz (ρ, z) is the envelope function of the ith component. For
calculations in this work we use GaN and AlN material
parameters [17]. The confining potential is zero inside the
QD and V0 outside, where V0 = 0.5 eV is the valence band
offset between GaN and AlN [29]. For InGaAs/GaAs QDs,
which we also study for comparison, we take In0.53Ga0.47As
and GaAs parameters, with V0 = 0.4 eV [17]. For simplicity,
strain is disregarded. This leads to slightly overestimated
subband mixing, but the trends we report should not
be affected. The Hamiltonian is integrated with a finite
differences scheme.

3. Results and discussion

In this section we investigate the composition of the hole
ground state as a function of the QD geometry and external
fields. The composition is given in terms of the weight of each
component within the spinor (1). For example, the weight of
the |hh+〉 component is

chh+ =
〈f (1)|f (1)〉∑

i〈f (i)|f (i)〉
. (2)

3.1. Effect of the aspect ratio

Our starting point is a GaN QD with typical dimensions,
radius R = 6 nm and height H = 1.5 nm [3, 9]. The

2
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Figure 1. Minor components of the hole ground state in GaN/AlN
QDs (solid lines) and InGaAs/GaAs QDs (dashed lines).
(a) Variable radius and fixed height H = 1.5 nm. (b) Variable height
and fixed radius R = 6 nm.

ground state has Fz = 3/2 symmetry, with a largely dominant
|hh+〉 component2. Yet, the minor components are important
in determining the optical polarization and the hole spin
dynamics [13]. Thus, in figure 1(a) we analyze how the
minor components vary with the QD radius (solid lines).
For comparison, we also show the minor components in
the better-known case of InGaAs/GaAs QDs (dashed lines),
which is taken as a reference. One can see that in both
GaN and InGaAs QDs the weight of the minor components
decreases with R.

This result can be understood from the anisotropic
effective masses of holes, which are summarized in table 1.
In the QDs of figure 1(a), the vertical confinement is
much stronger than the lateral one. If we disregard lateral
confinement completely and pay attention to the effective
masses along z ([001] axis) only, we can see that mz

hh > mz
lh ∼

mso. Thus, the kinetic energy of LH and SO states will be large
and the coupling with HH weak. The smaller the aspect ratio
(H/2R), the closer we are to this limit.

In figure 1(b) we plot the variation of the minor
components with the QD height. Here the behavior is the
opposite. As H increases the vertical confinement becomes
weaker. Then, the lateral confinement becomes more relevant
and the ground state gains LH character because m⊥lh > m⊥hh.
As a result, the |lh+〉 component weight may now exceed
10% for large H. As a matter of fact, when H is large
enough the ground state symmetry changes from Fz = ±3/2
(dominant HH component) to Fz = ±1/2 (dominant LH
component). This translates into a sharp enhancement of the

2 The analysis is analogous for the Kramers-degenerate Fz = −3/2 state.

Table 1. Effective masses of HH, LH and SO (times m0).

mz
hh mz

lh m⊥hh m⊥lh mso

GaN 0.85 0.24 0.29 0.52 0.37
InGaAs 0.38 0.05 0.07 0.15 0.09

LH character, which can be used to emit strongly linearly
polarized light [30–32]. For InGaAs QDs the transition occurs
at H = 7 nm (aspect ratio ∼0.6), while for GaN QDs it
occurs at H = 9.7 nm (aspect ratio ∼0.8). For clarity of
presentation, in figure 1 we have truncated the lines at the
position of the transitions. State-of-the-art cubic GaN QDs
are grown by self-assembly techniques and have small aspect
ratio. Yet, the results in figure 1(b) stress the interest of
potential developments in the synthesis of elongated QDs.

Figure 1 reveals that the valence band mixing of the
ground state in GaN QDs is weaker than that in InGaAs
QDs with equal sizes. This implies high spin purity, which
is consistent with the long spin lifetimes observed by
Lagarde et al [9]. The result is, however, surprising because
the effective masses in GaN are much heavier than in
InGaAs, so that the density of states is larger and one could
expect stronger mixing. Also, the LH–SO coupling could,
in principle, bring these subbands close to the HH one, as
in higher-dimensional structures [18]. The underlying reason
for the high purity of the ground state is twofold. First,
the inter-subband coupling terms are weaker than those of
InGaAs. For example, many coupling terms are proportional
to γ̃ (see H6 terms in the appendix). For GaN γ̃ = 0.925,
which is about five times smaller than that of InGaAs, γ̃ =
4.51. Second, according to equation (1), the spinor of the
Fz = 3/2 ground state is

|3/2, 1〉 =



f (1)0 (ρ, z) |hh+〉

f (2)1 (ρ, z) |lh+〉

f (3)2 (ρ, z) |lh−〉

f (4)3 (ρ, z) |hh−〉

f (5)1 (ρ, z) |so+〉

f (6)2 (ρ, z) |so−〉


. (3)

Note that only the dominant |hh+〉 component has envelope
angular momentum mz = 0. Other components have finite mz
and are then pushed high in energy by the lateral confinement.
We stress that this makes valence band mixing in GaN QDs
much weaker than in quantum wells [18].

3.2. Magnetic field modulation

The large effective mass of GaN hinders the use of magnetic
fields to manipulate the electronic structure of typical QDs
(aspect ratio ∼1/8). To circumvent this problem, consider a
GaN QD with aspect ratio close to 1. In this case the kinetic
energy of HH and LH is similar. As a consequence, spinors
with dominant HH and LH character are close in energy and
moderate Zeeman splittings suffice to modify the electronic
structure. This opens the possibility of magnetic modulation
in GaN QDs.

3
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Figure 2. Magnetic field splitting of the lowest hole levels in a
GaN/AlN QD with aspect ratio ∼1. The arrow points to the ground
state transition at B = 0.6 T. Zero energy is the top of the valence
band.

To illustrate this point, in figure 2 we show the energy
structure of a QD with R = 6 nm and H = 10 nm. At zero
magnetic field, the ground state is |1/2, 1〉 and the first excited
one is |3/2, 1〉. The dominant components of these spinors are
|lh+〉 and |hh+〉, respectively (i.e. the components with mz =

0). The corresponding linear-in-B coefficients are (γ1+ γ2)/2
for |hh+〉 and (γ1 − γ2)/6 for |lh+〉—see H6 in the appendix.
Thus, the orbital Zeeman splitting of |3/2, 1〉 is larger than
that of |1/2, 1〉. As a result, with increasing B the ground state
changes from Fz = 1/2 to 3/2 (see the arrow in figure 2).
Because |3/2〉 and |1/2〉 yield different optical polarizations,
this can be used to modify the optical response of QDs at will.

3.3. Effect of QD anisotropy

The presence of anisotropy in QDs is often considered to be
a source of HH–LH coupling, with due consequences on the
optical polarization [33–35] and hole spin mixing [36]. To see
how this affects GaN QDs, next we study how the ground state
composition is influenced by an elongation of the QD.

We consider three reference geometries: a QD with
typical dimensions R = 6 nm and H = 1.5 nm (QD1); a
QD with large aspect ratio—similar to that of InAs QDs,
R = 15 nm and H = 1.5 nm (QD2); a QD with aspect ratio
∼1, R = 6 nm and H = 10 nm (QD3). We start from circular
QDs and let the eccentricity ε increase while keeping the basis
area constant. The semi-major (semi-minor) axis Ra (Rb) of
the elliptical QD is then

Ra = R/ (1− ε2)
1/4
, (4)

Rb = R2/Ra. (5)

Note from the above expressions that, for small QD radius
R, large eccentricities are required to provide significant
anisotropy Ra/Rb. The hole states are calculated with a
variational procedure, projecting the 3D anisotropic potential
on a basis of circular QD eigenstates, as described in [36]. For
simplicity, in this section the GaN effective mass in used all
over the structure.

Figure 3 shows the composition of the ground state in
each QD. In QD1 the dominant component is by far |hh+〉,
with the eccentricity having little effect up to ε ∼ 0.6. At

Figure 3. Components of the hole ground state as a function of the
eccentricity in a typical QD (QD1), a QD with small (QD2) and
large (QD3) aspect ratio. The upper axis indicates the length of the
semi-minor axis.

this point the semi-minor axis starts imposing a strong lateral
confinement and the valence band mixing rapidly increases.
For ε ∼ 0.8 (Rb = 4.6 nm) the weight of |hh+〉 has already
decreased from 97% to 86%. Noteworthily, the largest of the
minor components is not a LH but a SO instead—LHs are
unfavored by the strong vertical confinement. In QD2 the dot
radius is much larger. As a result, lateral confinement is weak
even for strong eccentricities and the ground state composition
is barely affected by the anisotropy. In QD3 the vertical
confinement is weak, so the ground state is |Fz = 1/2, n = 1〉
with a dominant |lh+〉 component. In this case, even small
anisotropies induce severe HH–LH mixing.

Comparing QD1, QD2 and QD3 we conclude that the
influence of elongations on the valence band mixing depends
on the aspect ratio. When the aspect ratio is small (QD2)
the influence is negligible, while when it is large (QD3)
the influence becomes dramatic. This result is consistent
with recent experiments in GaAs QDs, where severe HH–LH
mixing was ascribed to dot elongations [35]. Such QDs turn
out to have comparable lateral and vertical dimensions [37].
Typical cubic GaN/AlN QDs (QD1) have aspect ratio ∼1/8.

4
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Owing to the dense energy spectrum this is enough to be
sensitive to moderate anisotropies.

4. Conclusions

We have derived a six-band Burt–Foreman Hamiltonian in
cylindrical coordinates for zinc blende nanostructures grown
along the [001] axis. The Hamiltonian properly includes
position-dependent Luttinger parameters and axial magnetic
fields.

Using this Hamiltonian we have shown that HH mixing
with LH and SO subbands in typical GaN/AlN QDs is weak
provided the dot has good circular symmetry. Indeed, the
mixing is weaker than that in GaAs/AlAs quantum wells or
InAs/GaAs QDs of similar sizes. This makes the system suited
for optical manipulation and storage of spins. Elongations
of the QD do, however, introduce significant HH–SO and
HH–LH mixing. The band mixing and the sensitivity to QD
anisotropy can be enhanced (reduced) by growing QDs with
small (large) aspect ratio.

We have also shown that in GaN QDs with large aspect
ratio the small energy splitting between states with dominant
HH and LH components, along with their different Zeeman
splittings, can be used to switch the ground state symmetry
with external magnetic fields. This is in spite of the large
effective masses of GaN and allows us to modify the optical
emission characteristics (energy, polarization, intensity).
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Appendix . Six-band k · p Hamiltonian

In this appendix we provide the elements of the Burt–Foreman
six-band Hamiltonian in cylindrical coordinates. An external
magnetic field B along the growth axis is included
following [24].

To describe the uniform axial magnetic field, a potential
vector in the symmetric gauge A = [−y, x, 0]B/2 is
considered. The presence of this potential vector turns the
in-plane part of the kinetic energy operator from p⊥ 1

2m⊥
p⊥

into (p⊥ − qA⊥) 1
2m⊥

(p⊥ − qA⊥), where the charge q = 1 au
for holes. In the presence of axial symmetry m⊥ = m⊥(ρ, z)
and we have

H(B) = H0 −
A⊥
m⊥

p⊥ +
A2
⊥

2m⊥

= H0 +
B

2m⊥
Lz +

B2ρ2

8m⊥
(A.1)

where H0 is the Hamiltonian in the absence of a magnetic
field. Now, we follow the procedure in [24, 27] to obtain the
magnetic field contribution to the different matrix elements
of the Burt–Foreman Hamiltonian. For example, the magnetic

contribution to the (1, 1) matrix element is 1
m⊥
[

Fz−1/2
2 B +

B2 ρ2

8 ], with m−1
⊥
= −(γ1 + γ2) being the mass factor

corresponding to the | 32 ,
3
2 〉 heavy-hole state.

As a result, the position-dependent six-band Hamiltonian,
including an axial uniform magnetic field, in cylindrical
coordinates is as follows:

H6 =
1
2M+ V(ρ, z)I, (A.2)

where atomic units are used (h̄ = q = m0 = 1), with m0 as the
free electron mass. V(ρ, z) is the confining potential, I is the
identity matrix and M is a rank-6 matrix with the following
elements:

M[1, 1] =
∂

∂ρ
(γ1 + γ2)

∂

∂ρ
+
(γ1 + γ2)

ρ

∂

∂ρ

+
∂

∂z
(γ1 − 2γ2)

∂

∂z
−
(Fz −

3
2 )

2

ρ2 (γ1 + γ2)

+
(Fz −

3
2 )

2ρ

[
∂

∂ρ
(C1 + C2)− (C1 + C2)

∂

∂ρ

]
− 2(γ1 + γ2)

[
(Fz −

1
2 )B

2
+

B2ρ2

8

]
,

M[1, 2] =
1
√

3

{
∂

∂ρ
C1

∂

∂z
−
∂

∂z
C2

∂

∂ρ

+
(Fz −

1
2 )

ρ

[
C1

∂

∂z
−
∂

∂z
C2

]}
,

M[1, 3] = −
√

3

{
∂

∂ρ
γ̃
∂

∂ρ
+
(Fz +

1
2 )

ρ

∂

∂ρ
γ̃

+
(Fz −

1
2 )

ρ
γ̃
∂

∂ρ
+
(Fz −

3
2 )(Fz +

1
2 )

ρ2 γ̃

}
,

M[1, 4] = 0,

M[1, 5] = −
1
√

6

{
∂

∂ρ
C1

∂

∂z
−
∂

∂z
C2

∂

∂ρ

+
(Fz −

1
2 )

ρ

[
C1

∂

∂z
−
∂

∂z
C2

]}
,

M[1, 6] = −
√

6

{
∂

∂ρ
γ̃
∂

∂ρ
+
(Fz +

1
2 )

ρ

∂

∂ρ
γ̃

+
(Fz −

1
2 )

ρ
γ̃
∂

∂ρ
+
(Fz −

3
2 )(Fz +

1
2 )

ρ2 γ̃

}
,

M[2, 1] =
1
√

3

{
∂

∂z
C1

∂

∂ρ
−
∂

∂ρ
C2

∂

∂z
+
(Fz −

3
2 )

ρ

×

[
C2

∂

∂z
−
∂

∂z
C1

]}
,

M[2, 2] =
∂

∂ρ
(γ1 − γ2)

∂

∂ρ
+
(γ1 − γ2)

ρ

∂

∂ρ

+
∂

∂z
(γ1 + 2γ2)

∂

∂z
−
(Fz −

1
2 )

2

ρ2 (γ1 − γ2)

5

Valence band mixing of cubic GaN/AlN QDs 159



J. Phys.: Condens. Matter 24 (2012) 115801 C Segarra et al

+
(Fz −

1
2 )

6ρ

[
∂

∂ρ
(C1 + C2)− (C1 + C2)

∂

∂ρ

]
−2(γ1 − γ2)
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1
6 )B

2
+
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1
2 )

ρ2 γ̃
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M[2, 5] =
√
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∂
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∂ρ
− 2

∂

∂z
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∂

∂z
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(Fz −

1
2 )

2

ρ2 γ2 +
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1
2 )

6ρ
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∂
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∂
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B
3
,
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ρ2 γ̃
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]}
,
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ρ
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−
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2 )

2
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[
∂
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∂

∂ρ
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[
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1
6 )B
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+
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8

]
,
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∂
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Here γi are the position-dependent Luttinger parameters,
γ̃ = (γ2+γ3)/2, C1 = 1+γ1−2γ2−6γ3 and C2 = 1+γ1−2γ2,
Fz is the total angular momentum z projection and1o(ρ, z) is
the spin–orbit splitting.
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Abstract – Few-electron states of AlAs-GaAs-AlAs hexagonal quantum rings pierced by an axial
magnetic field are computed through full configuration interaction calculations. The quantum
ring is in the low-density regime, populated with N = 1 up to N = 7 electrons. Similar to circular
rings, the energy spectra of the hexagonal ones reflect an integer and fractional Aharonov-Bohm
regular oscillation pattern for N = 1 and N = 2, 3, respectively. Deviations from the regular
fractional period with increasing electron density become apparent for larger N . Remarkably, for
N = 6 the Aharonov-Bohm effect is completely suppressed. This is a unique symmetry-related
feature of hexagonal rings that only can emerge in the low-density regime.

Copyright c© EPLA, 2013

Introduction. – Most III–V nanowires with a diam-
eter less than about 400 nm have a very neat hexagonal
section even after a few overcoating processes [1–7]. These
core-multishell nanowires have an unconstrained longitu-
dinal direction and different material composition along
the orthogonal plane (radial direction), that eventually
bound carriers on a prismatic tube surrounding the central
core. With a proper material modulation along the growth
axis, or just by cutting them, a strong confinement of car-
riers in the longitudinal direction can be introduced [8–11]
leading to a hexagonal flat quantum ring (QR) where the
free carriers are confined on a square-well–type potential
in the radial direction [12]. These flat polygonal struc-
tures are much less studied than their circular counter-
parts, where evidences of the Aharanov-Bohm (AB) effect
have given rise to a decade of intensive research [13–19].
One then wonders what differences can be expected from
the different confinement symmetry of hexagonal rings.

In a recent paper [20] we presented a theoretical study
of correlated multi-electron states of hexagonal semicon-
ductor rings populated with N = 1 up to N = 7 electrons
and found that charges get more localized in the corners
as the number of electrons increases up to N = 6, where
we found a maximum of localization. The result evidences
the deficiency of a picture based on orbitals delocalized on
the whole ring, i.e. electron correlation becomes crucial.
In this letter we investigate the response of this N -electron

system to an external axial magnetic field which brings AB
physics into play. Specifically, we focus on the different re-
sponse in comparison to circular QRs.

It is well known that an increase in the strength of an ex-
ternally applied axial magnetic field in a circular QR leads
to oscillations of the ground-state energy. The period and
amplitude of the oscillations depends on the electron pop-
ulation and it is referred to as fractional AB effect [21].
The first unambiguous experimental evidence of this ef-
fect may be traced back to the work by Keyser [22]. Soon
after, Emperador et al. [23] related this fractional response
to a low kinetic energy and a phenomenon of electronic
localization. Full configuration interaction (FCI) calcula-
tions by Niemelä et al. [24] of QRs populated up to four
electrons revealed the crucial role of electron-electron in-
teraction on the decrease of the period and amplitude of
the ground-state energy and its fractional character. Liu
et al. [25] extended the FCI calculation to QRs populated
with N = 5 and N = 6 electrons as a function of the mag-
netic field and the QR radius, thus yielding a phase dia-
gram with a rich variety of ground states. The fractional
character of the AB effect was though fully explored ear-
lier using the empirical Hubbard model [26], and it was
concluded that fractional AB oscillations arise for small
values of the factor α = Nt/(UL), where N is the number
of electrons in the QR, t is the tunnelling integral, U is the
repulsion integral, and L is the number of sites along the
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QR where the single-particle functions are located. For α
to be small, the ratio between the one-electron integral t
and the two-electron integral U must be small, i.e., a low
kinetic energy and a strong electron-electron interaction
are required. Also, since α is proportional to N , a low-
density regime is needed. Additionally, L introduces the
possible role of symmetry lowering: the larger L the sooner
the Hubbard model reaches the fractional AB regime. But
no other symmetry-related effect is reported.

In this work, we consider the same AlAs-GaAs-AlAs
hexagonal QR studied in ref. [20], where all physical pa-
rameters, namely effective masses, conduction-band offset
and dielectric constant can be found. We carry out calcu-
lations for N = 2 up to N = 7 interacting electrons in the
low-density regime. We find that the low-energy spectrum
of the hexagonal QR resembles that of circular ones. Like
in circular QRs, the energy spectra of the hexagonal QRs
analyzed here reflect an integer and regular AB oscillation
pattern for N = 1, a fractional, also regular, AB oscilla-
tion pattern for N = 2 and N = 3, and deviations from
the regular period with the increasing electron density.
Specifically, N = 4 and N = 5 have not regular oscillation
amplitude patterns, while N = 7 shows already an integer
period, like that of N = 1. The most intriguing result is
found for N = 6 electrons, where AB effect is completely
suppressed, which translates into zero magnetization. We
show this is a peculiar symmetry-related response of the
N = 6 system in hexagonal QRs that only can emerge in
the low-density regime.

Theory. – We perform an exact diagonalization of the
multi-particle Schrödinger equation via a FCI procedure.
As a first step, the single-particle orbitals φi and energies
εi of the conduction band are computed through a real-
space numerical solution of the eigenvalue equation of the
effective-mass Hamiltonian,

h =
1

2
(p + A)

1

m∗(r)
(p + A) + V (r), (1)

where r is the 2D coordinate on the hexagonal domain,
m∗(r) is the isotropic material-dependent effective mass
of electrons, A is the magnetic vector potential, and V (r)
is the confining potential, represented schematically in the
inset of fig. 1. This equation is numerically integrated
using the finite-elements method on a regular triangular
mesh with hexagonal elements. The grid reproduces the
symmetry of the system thus avoiding numerical artifacts
originated by discretization asymmetries of the six domain
boundaries, as would be the case, e.g., using a rectangular
grid. Unless otherwise indicated, the employed geometry
is a regular hexagon domain with edges 66.5 nm long in-
cluding a GaAs well 6.8 nm wide with uniform thickness all
around the 37.3 nm AlAs core. The GaAs well is covered
by a 13.5 nm AlAs capping layer (see inset in fig. 1).

Finally, we diagonalize the multi-particle Hamiltonian

H =
∑

iσ

εie
†
iσeiσ +

1

2

∑

ijkl

∑

σσ′

Uijkle
†
iσe†

jσ′ekσ′ejσ, (2)

Fig. 1: (Colour on-line) Orbital energies vs. magnetic field,
labelled according to the C6 symmetry group. Two well-
separated shells composed by 6 orbitals can be identified, with
a 2meV energy gap between them. Inset: schematics of the
system. The GaAs ring is wrapped around a hexagonal AlAs
core and capped by an additional AlAs shell. The free electrons
are confined in the GaAs region.

where eiσ (e†
iσ) is the annihilation (creation) operator for

an electron in the orbital state i and with spin σ. For
all the calculations we use 24 spin-orbital single-particle
states, giving

(
24
N

)
Slater determinants, with N being the

number of electrons.

Results and discussion. – In fig. 1 we show the low-
lying part of the single-electron energy spectrum as a func-
tion of the magnetic field. Orbitals are labelled according
to the C6 symmetry group. Well separated with a 2 meV
energy gap between them, we can identify two shells each
composed by 6 orbitals. Namely, two groups of orbitals
well separated in energy, having the same degeneracy pat-
tern. The result, quite different from that of a circular QR,
originates from the symmetry lowering when going from
circular to hexagonal shape. In the first case we have an in-
finite number of irreducible representations (irreps) which
associated orbitals can cross. By contrast, the hexagonal
ring has only six irreps, so that anticrossings between or-
bitals with the same symmetry appear. This opens a gap
between the shells. The states cross with increasing field
only within the shell where states have different symme-
try (see fig. 1). As a consequence of the shell splitting,
we find that in a wide range of the low-lying N -electron
states only the lowest 6 orbitals (spin-independent real
space wave functions) have significant population.

In fig. 2 we summarize the behaviour of the energy of
lowest-lying few-electron states vs. the magnetic field. The
represented energies are relative to the N -electron ground-
state energy in the absence of magnetic field (horizontal
red line). The few-electron states are labelled accord-
ing to the C6 symmetry group and spin multiplicity of
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Fig. 2: (Colour on-line) Energy of low-lying few-electron states,
labelled according to the C6 symmetry group and spin multi-
plicity, vs. the magnetic field. The six panels show the cases of
N = 2 to N = 7 electrons, as indicated. Zero energy, indicated
by the straight reference line, corresponds to the ground-state
energy without magnetic field.

Fig. 3: (Colour on-line) Magnetization of the N-electron hexag-
onal QR vs. the applied magnetic field, for N = 1 (bottom)
up to N = 7 (top). For the sake of clarity, the different mag-
netization profiles have been offset by 2meV/T.

states. Figure 3 displays the corresponding magnetiza-
tion in meV/T. We can see that for N = 2 and N = 3
a perfect fractional AB is observed. Thus, fig. 3 reveals
that for N = 2 the AB period is halved as compared to
the N = 1 case. Likewise, for N = 3 it is one third.
Deviations of the regular fractional period become appar-
ent for larger N . For N = 4 and especially for N = 5
the oscillation amplitude pattern is far from regular, and

Fig. 4: (Colour on-line) Lowest-lying states for N = 6 for in-
creasing Coulomb interaction. In the panels (a), (b), (c) and
(d) the Coulomb repulsion is scaled down by a factor of 0, 0.1,
0.2 and 0.5, respectively. Red lines correspond to the states
which anticrossing is responsible for the suppression of the AB
effect and for the flat magnetization profile.

the N = 7 case already shows an integer period. The
observed behaviour is consistent with the previous calcu-
lations on QRs [23–26]. In particular, the behaviour vs.
N is consistent with an increasing α factor that prevents
the fractional behaviour of the AB oscillations [26].

The most striking result in figs. 2 and 3 is found for
N = 6. In this case a complete suppression of the AB
oscillation that turns into a completely flat magnetization
profile occurs.

In order to understand the peculiar behaviour of the
N = 6 system, we repeated the set of FCI calculations
but introducing a scaling factor f that multiplies the
electron-electron interaction integrals. For f = 0 we ob-
tain the non-interacting particle spectrum with a cross-
ing, at about 1/2 of flux, of two different configurations,
a2(e+

1 )2(e−
1 )2 and (e+

1 )2a2(e+
2 )2, corresponding to two dif-

ferent states 1A with the same total symmetry and total
spin (see panel (a) in fig. 4). We use the standard Schoen-
flies notation for the C6 group, and lower-case and cap-
ital letters to refer to the C6 symmetry of orbitals and
N -electron states, respectively. The first configuration
given above is the lowest one at B = 0, while the second
represents a highly excited configuration at this magnetic
field. The two configurations are essentially exchanged
at about one unit of flux. When the electron-electron
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Fig. 5: (Colour on-line) Magnetization of the small hexagonal
QR (three times smaller than in previous figures) for N = 1
(bottom) up to N = 7 (top). For the sake of clarity, the differ-
ent magnetization profiles have been offset by 2meV/T.

repulsion is included the string of symmetry-labels of the
orbitals cannot be used as good quantum numbers, since
the configuration interaction takes place. Then, only the
total symmetry and total spin are good labels. However
we can still identify these configurations as dominant, with
a large contribution in the case of small f factors. In the
presence of Coulomb interactions, the two 1A states hav-
ing these leading configurations anticross, the anticrossing
being larger as electron-electron interaction increases (see
panels (b), (c) and (d) in fig. 4).

To further assess the role of the regime of density, we
carried out calculations for an hexagonal QR three times
smaller than the above sample. Simulations of magneti-
zations are reported in fig. 5. In this case, we can observe
a neat fractional behaviour only for N = 2. As far as the
N = 6 case is concerned, fig. 5 reveals that the AB sup-
pression is no longer present. This is because in this den-
sity regime the magnitude of the anticrossing between the
two 1A states of the N = 6 system cannot overcome the
relative stabilization of the triplet 3B state coming from
the exchange integrals (see fig. 4) so that 3B emerges as
the ground state in a narrow window around one half of
flux, yielding an irregular discontinuity in the magnetiza-
tion profile around this magnetic field, as reported in fig. 5.

Role of symmetry and conclusions. – To conclude,
we explore whether or not the suppression of the AB effect
may occur in QRs of symmetries other than C6. To this
end, we take into account the previous result relating the
suppression of the AB effect to the anticrossing between
the B = 0 ground state and an excited state of the same
symmetry and total spin. In particular, the symmetry
of the N -electron state can be calculated as the product
of the irreps of the orbitals in the leading configuration.

Furthermore, the orbital ordering can also be determined
from that of a circular QR by considering the symmetry
reduction C∞ → Cn. We give the mathematical details
in the appendix. By considering the Cn symmetry groups
with n = 3 up to n = 10 (i.e. from triangular to decago-
nal shape) we prove that, besides the N = 6 hexagonal
QR, the smallest Cn group that may render a possible an-
ticrossing is the N = 10 C10-symmetry QR. On the one
hand, C10 is not a geometry that can be realistically syn-
thesized at the nanometric level, on the other hand, the
relatively large number of electrons required, N = 10, and
the need of a low-density regime points this regime as dif-
ficult to be experimentally achieved. Then, we may say
that no other ground state anticrossing like that of the
N = 6 case in hexagonal QRs can occur for the currently
synthesized geometries.

In summary, we have shown that hexagonal QRs ex-
hibit AB phenomena different from the well-known circu-
lar rings. The most remarkable finding is the complete
suppression of the AB effect when the six-electron hexag-
onal QR system is in the high-correlation, low-density
regime. The phenomenon originates in the anticrossing
between the B = 0 ground state and an excited state of
the same symmetry and total spin. We have demonstrated
that this effect is exclusive of hexagonal structures and it
implies the possibility of switching on and off the device
magnetization by varying the number of confined carriers.
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Appendix

A Cn group has n irreps labelled with k = 0±1±2, . . . ,
up to the integer part of n/2. The k = 0 irrep is generally
referred to as A and it is real and fully symmetric. The
remaining irreps are complex and labelled E±

k . For even
n, k = n/2 and k = −n/2 correspond to the same real and
fully antisymmetric irrep B. The character χ±k(Cm

n ) of
the irrep k (−k) corresponding to an angle 2πm/n around
the rotation axis of the Cn group is

χ±k(Cm
n ) = exp

[
±i

2π

n
km

]
. (A.1)

This expression allow us to write the character table of
any Cn group. All the same, if k = np + q with q =
0, 1, . . . , (n−1) and p = 0, 1, 2, . . . , the following identities,

exp

[
±i

2π

n
(np + q)m

]
= exp

[
±i

2π

n
qm

]
, (A.2)

exp

[
∓i

2π

n
(n − q)m

]
= exp

[
±i

2π

n
qm

]
, (A.3)
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Fig. 6: Scheme of the orbital energies vs. the magnetic
field. Left: low-lying part of the energy spectrum correspond-
ing to a Cn symmetry with large n. The orbitals are la-
belled by k = 0 ± 1 ± 2 ± 3, . . . . Center: top and bottom
of the orbital shell for even n. The notation for orbitals,
{A, e±

k (k = 1, 2, . . . , kM−1), B}, is that of the Cn irreps. Right:
top and bottom of the orbital shell for odd n. The Cn notation
{A, e±

k (k = 1, 2, . . . , kM )} is used.

allow us to conclude that

χ±k(Cm
n ) =

{
χ±q(C

m
n ); q ≤ kM ,

χ∓(n−q)(C
m
n ); q > kM ,

(A.4)

where kM is the integer part of n/2, i.e., the largest value
of k in the character table of Cn.

The last result allow us to determine the symmetry
C∞ → Cn reduction table. Thus, for even n, the C∞
irreps labelled as k = 0, 1, −1, 2, −2, . . . , correspond to A,
E+

1 , E−
1 , E+

2 , E−
2 , . . . , E+

kM −1, E−
kM −1, B, B, E−

kM −1, . . . ,

E−
1 , E+

1 , A, A, E+
1 , E−

1 , . . . . For odd n they correspond
to A, E+

1 , E−
1 , . . . , E+

kM
, E−

kM
, E−

kM
, E+

kM
, . . . , E−

1 , E+
1 , A,

A, E+
1 , E−

1 , . . . . This symmetry reduction scheme helps
to understand the evolution vs. the magnetic field of the
single-particle orbitals of poligonal rings pierced by an ax-
ial magnetic field: sets of non-crossing shells containing
n orbitals with different symmetry repeatedly crossing as
the magnetic field increases (see, e.g., fig. 1).

As for the product of irreps we have

χ±k1(C
m
n )χ±k2(C

m
n ) = exp

[
i
2π

n

[
(±k1) + (±k2)

]
m

]
. (A.5)

Then, the product of two irreps ±k1, ±k2 yields the irrep
labelled with the sum k = (±k1) + (±k2). In case the
resulting k is larger than kM , then we write k = np + q
with q < n and identify k with q (with −(n − q)) if q ≤
kM (q > kM ).

Table 1: Possible q values for the symmetry groups Cn from
n = 3 up to n = 10 as a function of m = 1, 2, . . . , (n − 1). The
integer values are highlighted.

�����n
k

0 1 2 3 4

3 2
3 m

4 1
2 m 3

2 m

5 2
5 m 6

5m

6 1
3 m m 5

3 m

7 2
7 m 6

7 m 10
7 m

8 1
4 m 3

4 m 5
4 m 7

4 m

9 2
9 m 6

9 m 10
9 m 14

9 m

10 1
5 m 3

5 m m 7
5 m 9

5 m

With this information we may address the problem of
anticrossings. The scheme of orbital energies vs. the mag-
netic field is shown in fig. 6.

In order to have, at a given value of the magnetic field,
an anticrossing between two N -electron states that are
the ground state in either side of the avoided crossing,
the dominant electronic configuration in either side of the
monoelectronic crossing must be different yet it must yield
the same symmetry and total spin for the N -electron state.
This cannot occur for odd number N of electrons. For
even N it can only occur if the square of the irreps Γ−k

and Γk+1, k + 1 ≤ kM yield the same irrep, i.e., if

χ−k(Cm
n )2 = χk+1(C

m
n )2 (A.6)

with

χ−k(Cm
n )2 = exp

[
−i

4π

n
km

]
, (A.7)

χk+1(C
m
n )2 = exp

[
i
4π

n
(k + 1)m

]
. (A.8)

It obviously occurs for m = 0. It must be also true for
m = 1, 2, 3, . . . , (n − 1), i.e., it must occur both that q
be a natural number (q ∈ N) and the fulfilment of the
identity:

4π

n
(k + 1)m = 2πq − 4π

n
km. (A.9)

In other words,

k =
1

4

(nq

m
−2

)
, m = 1, 2, . . . , (n−1) and q ∈ N. (A.10)

It clearly holds for (k = 1, n = 6), for we may just select
q = m in eq. (A.10). It cannot hold for n = 3. In this case
we have three irreps k = 0 ± 1. Then, q = (2k + 2)m/n
must be a natural number for k = 0, m = 0, 1, which is
not the case (q = 2m/3 /∈ N for m = 0, 1). In table 1 we
enclose the possible q values for the symmetry groups Cn

from n = 3 up to n = 10 as a function of m. Since for a
given group Cn the irrep label kM is equal to the integer
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part of n/2, we have then a single possible k for C3, two
of them for C4 and C5, three for C6 and C7, etc.

As we can see in table 1, up to the symmetry group C10,
no ground-state anticrossing occurs except for (n = 6,
k = 1) and (n = 10, k = 2). In other words, for the
currently synthesized geometries, only the hexagonal one
presents the ground-state anticrossing when the number of
electron just fills the e+

2 with two electrons. As discussed
in previous sections, this anticrossing has deep physical
consequences if the system is the high-correlation low-
density regime.
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We use spin-density-functional theory within an envelope function approach to calculate electronic states
in a GaAs/InAs core-shell nanowire pierced by an axial magnetic field. Our fully three-dimensional quantum
modeling includes explicitly a description of the realistic cross section and composition of the sample, and the
electrostatic field induced by external gates in two different device geometries: gate-all-around and back-gate. At
low magnetic fields, we investigate Aharonov-Bohm oscillations and signatures therein of the discrete symmetry
of the electronic system, and we critically analyze recent magnetoconductance observations. At high magnetic
fields, we find that several charge and spin transitions occur. We discuss the origin of these transitions in terms of
different localization and Coulomb regimes, and we predict their signatures in magnetoconductance experiments.
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I. INTRODUCTION

Gated semiconductor nanowire (NW) devices represent
flexible test beds to study transport phenomena in the quasi-
one-dimensional quantum regime. In this context, InAs-based
NWs offer privileged properties derived, for instance, from the
light InAs electron effective mass, which enables the experi-
mental observation of the subband spectrum quantization even
in NWs of a relatively large section, [1–3] or from its large
spin-orbit interaction and Landé factor [4,5]. This boosts their
prospective applications in spintronics [6], even at relatively
high temperature [7]. Furthermore, in this narrow-gap material,
the Fermi energy, EF , is pinned by surface states above
the conduction-band edge [8], leading to an accumulation of
electrons at the NW surface and facilitating the fabrication of
Ohmic contacts [1,9].

The resulting tubular shape of the conducting channel
points toward interesting quantum phenomena under external
magnetic fields [10]. In particular, an axial field may lead
to Aharonov-Bohm (AB) field-periodic modulation of the
electron energy spectrum [11] and, if the phase-coherent
length exceeds the perimeter of the NW, the observation
of magnetoconductance oscillations [12,13]. Indeed, several
observations of AB-like oscillations in magnetotransport
experiments performed on radial heterostructures have been
reported [14–18]. Recently, Gül et al. [16] observed flux-
periodic magnetoconductance oscillations in GaAs/InAs core-
shell NWs. The oscillations persisted at different density
regimes, modulated by a back-gate, exhibiting phase shifts as
the back-gate voltage was gradually increased. A field-periodic
magnetoconductance has also been observed in the same
system with superconductor contacts [17] and, after removal
of the GaAs core, in a hollow InAs shell [18].

The single-crystal NW-based heterostructures investigated
in these experiments have a prismatic hexagonal cross sec-
tion. However, the experimental observations were analyzed
in terms of simplified cylindrical electronic systems, and

*mroyo@qfa.uji.es

the potential induced by the back-gate voltage, which also
removes the cylindrical symmetry, was neglected. Likewise,
theoretical calculations dealing with radial electronic systems
with an axial magnetic field usually assume a cylindrical
symmetry [5,12,13,19,20]. Ferrari et al. [10] investigated the
effect of an axial magnetic field in prismatic systems, but
the single-particle model adopted did not allow for a direct
comparison with experiments.

Such approximations are particularly severe in radial het-
erostructures, where coupling between the discrete (hexagonal
in InAs or GaAs) symmetry and many-electron interactions
leads to strongly inhomogeneously distributed electron gas
and, in turn, to the coexistence of one-dimensional (1D)
and 2D channels at the corners and facets of the hexagonal
heterointerfaces [21–23]. Strong anisotropy-induced effects
are predicted in this case, such as negative magnetoresistance
in a transverse magnetic field [24] and symmetry-induced
cancellation of the AB effect in hexagonal quantum rings [25].
The inhomogeneous electron gas localization was crucially
exposed in the recent observation of intra- and interband
excitations [23,26].

In this paper, we study the electronic states and magne-
toconductance in GaAs/InAs core-shell NWs with an axial
magnetic field within a spin-density-functional theory (SDFT)
approach. Our fully 3D modeling explicitly includes the
description of the quantum states within an envelope function
approach with a realistic cross section and composition of
the sample, and it includes the electrostatic field induced by
external gates in two different device geometries, namely
gate-all-around and back-gate. At low magnetic fields, we
investigate the nature of the magnetoconductance oscillations,
as measured in Ref. [16], predicting specific signatures of
the discrete symmetry of the electronic system in the AB
magnetoconductance oscillations, and justifying the observa-
tion of AB oscillations despite the broken symmetry induced
by the back-gate voltage. At high magnetic fields, we found
that several charge and spin transitions occur. We discuss the
origin of these transitions in terms of different magnetic-field-
induced localization and Coulomb regimes, and we predict
their signatures in magnetoconductance experiments.
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II. THEORETICAL MODEL

Within a parabolic single-band envelope-function descrip-
tion, the effective Kohn-Sham Hamiltonian under an external
magnetic field reads

Ĥ = 1

2

(
P̂ − e A(R)

) 1

m∗(R)

(
P̂ − e A(R)

) + Vconf(R)

+V σ
Z (R) + VH (R) + V σ

XC(R). (1)

Here, R = (x,y,z), P̂ is the momentum operator, A(R) is
the vector potential, e is the elementary charge, and m∗(R) is
the material-dependent electron effective mass. Vconf(R) is the
spatial confinement potential induced by the heterostructure,
and VH (R) is the Hartree potential energy. The Zeeman energy
V σ

Z (R) and the exchange-correlation potential V σ
XC(R) depend

on the the spin index σ =↑ , ↓ of the electrons.
We consider an infinitely long NW extending along the z

direction. To describe an axial magnetic field, we adopt the
symmetric gauge A(R) = B/2(−y,x,0) (see Fig. 1 for axis
definition). The axial field does not break the spatial invariance
along the z axis. Therefore, the single-particle eigenfunctions
of (1) can be written as �n,k,σ (R) = eikzφn,σ (r), with r ≡
(x,y), n the principal quantum number, and k the wave number
along direction z. Substituting �n,k,σ (R) and A(R) in (1), we
obtain the spin-dependent Kohn-Sham equation[

− �2

2
∇r

1

m∗(r)
∇r + e B

2 m∗(r)
L̂z + e2 B2

8 m∗(r)
(x2 + y2)

+ vconf(r) + vσ
Z(r) + vH (r) + vσ

xc(r)

]
φn,σ (r)

= εn,k,σ φn,σ (r). (2)

Here, εn,k,σ = εn,σ + �2 k2

2m∗
z

includes the 1D parabolic dis-

persion along the z axis, and L̂z = −i �(x ∂
∂y

− y ∂
∂x

) is the

FIG. 1. (Color online) Schematics of a core-shell NW in the (a)
gate-all-around and (b) back-gate device configurations.

azimuthal angular momentum operator. To obtain Eq. (2), it
is necessary to assume that the z component of the effective
mass, m∗

z , does not depend on r, i.e., on the material. This
approximation is expected to have a small effect [27] and
enables us to decouple the electron motion in the longitudinal
and transverse directions.

The confinement potential vconf(r) is set by the conduction-
band offsets among the different materials that are radially
modulated in the NW cross section. The Zeeman term is

vσ
Z(r) = g∗(r)μBBησ , (3)

where g∗(r) is the material-dependent Landé factor, μB is the
Bohr magneton, and ησ = +1/2(−1/2) for σ =↑ (↓).

The Hartree potential energy, vH (r), is calculated from
the electrostatic potential, vH (r) = −e 	(r), via the Poisson
equation

∇ε(r)∇	(r) = 1

ε0
e[n(r) − nD(r)]. (4)

Here, n(r) = n↑(r) + n↓(r) is the total free-electron charge
density calculated, using the Kohn-Sham eigenstates obtained
from Eq. (2), as

nσ (r) = 1

2 π

∑
n

|φn,σ (r)|2
∫ ∞

−∞
dk f (εn,k,σ − EF ,T ), (5)

where

f (εn,k,σ − EF ,T ) = 1

1 + e(εn,k,σ −EF )/kBT
(6)

is the Fermi occupation, with EF , T , and kB being, respec-
tively, the Fermi energy, temperature, and Boltzmann constant.
In Eq. (4), nD(r) is the density of static donors and ε(r) is the
material-dependent static dielectric constant.

The exchange and correlation potential, vσ
xc(r), in the

local-spin-density approximation (LSDA) [28] is given by the
functional derivative

vσ
xc(r) = δεxc(n(r),ζ (r))

δnσ (r)
, (7)

where εxc(n(r),ζ (r)) is the exchange and correlation energy
density, and

ζ (r) = n↑(r) − n↓(r)

n(r)
(8)

is the local spin polarization. In the present paper, we use the
correlation functional proposed by Perdew and Wang [29].

From the solutions of the Kohn-Sham equations, we also
obtain the total free energy per unit length from [30]

E = 1

2 π

∑
n,σ

∫ ∞

−∞
dk εn,k,σ fn,k,σ

− 1

2

∫
dr vH (r)n(r) −

∑
σ

∫
dr vσ

xc(r)nσ (r)

+
∫

dr εxc(n(r),ζ (r)) + kBT

2 π

∑
n,σ

∫ ∞

−∞
dk

× [fn,k,σ ln fn,k,σ + (1 − fn,k,σ ) ln(1 − fn,k,σ )]. (9)

Here, the second term on the right-hand side is the Hartree
energy per unit length with the sign inverted, the fourth term
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is the exchange and correlation energy per unit length, and the
last term is an entropy functional, where fn,k,σ = f (εn,k,σ −
EF ,T ).

Equations (2)–(9) are solved iteratively until self-
consistency is reached, which we consider to occur when
two convergence criteria are simultaneously fulfilled in two
consecutive iterations: first, the relative variation of the charge
density is lower than 10−4 at any point of the discretization
domain, and second, the relative variation in total free energy
per unit length [Eq. (9)] is lower than 10−8.

Equations (2) and (4) are numerically integrated in a
real-space hexagonal domain. We use the same symmetry-
preserving triangular grid with ∼1.14 points/nm2 for both
formulas, and we integrate Eqs. (2) and (4) with the methods
of finite elements and finite volumes, respectively. Dirichlet
boundary conditions are assumed in both cases, generally
forcing the solutions to vanish at the boundaries. To simulate
the effect of a gate-all-around [see Fig. 1(a)], the electrostatic
potential in the Poisson equation is forced to take the gate
voltage Vg at the domain boundaries. For a back-gate, we
assume that the hexagonal domain is sandwiched by two flat
infinite electrodes [see Fig. 1(b)] and the electrostatic potential
is set at the gate voltage Vg at the bottom facet and zero at the
top one. Accordingly, at the lateral boundaries the electrostatic
potential is set to F dB(r), with F and dB (r) being, respectively,
the electric field in the capacitor and the vertical distance from
the boundary point to the bottom electrode [see Fig. 1(b)].

Finally, we also calculate the spin-projected free charge
density per unit length,

n̄σ =
∫

nσ (r)dr, (10)

and the spin-projected ballistic conductance of the NW by
means of the linear-response Landauer formula [31],

Gσ = e2

h

∑
n

∫
Bn,σ

−∂f (E − EF ,T )

∂E
dE, (11)

where the integral is performed along each energy spin-
subband Bn,σ . Note that the integrand makes a significant
contribution only in the energy region close to the crossings
of the subband with the Fermi energy EF .

III. NUMERICAL RESULTS

We consider a GaAs/InAs core-shell hexagonal NW such
as the one measured in Ref. [16] and outlined in Fig. 1. It is
composed of a GaAs NW core with a minimal diameter of 100
nm and an InAs shell with a thickness of 25 nm. In addition,
we include in the device an external 30-nm-thick layer of SiO2

intended to simulate the insulating layer that separates the
conducting channel from a back-gate in the experiment [16].
The GaAs core is doped with a homogeneous density of
donors nD = 5 × 1015 cm−3 (as in Ref. [16]). The material
parameters used in the calculations are listed in Table I, where
the conduction-band edge, ECB, is obtained with the so-called
40:60 rule [32,33] from the band gap. Calculations have been
conducted assuming a Fermi energy placed 75 meV above the
InAs conduction-band edge (as in Ref. [16]), a temperature of
1.8 K, and the InAs effective mass as the constant mass factor

TABLE I. Material parameters used in the simulations; electron
effective mass (m∗), dielectric constant (ε), effective Landé factor
(g∗), and conduction-band edge (ECB).

GaAs InAs SiO2

m∗ 0.067 0.028 0.41
ε 13.18 15.5 3.9
g∗ − 0.484 − 14.3 2.0
ECB (eV) 0.858 0.252 5.4

(m∗
z ) arising in the parabolic dispersion of the 1D subbands

[see Eq. (2)].

A. Low-magnetic-field regime: Magnetoconductance
oscillations

In Fig. 2, we show the ground-state properties and magneto-
conductance of the investigated core-shell NW at Vg = 0. The
density distribution of conduction-band electrons [Fig. 2(b)]
shows that charge is exclusively accumulated in the InAs shell
and preferentially localized at the corners of the hexagonal
section. As reported for several core-(multi)shell hexagonal
NWs [21–23,34], such distribution is favored by Coulomb
interactions, which tend to increase the interelectron distance.
In Fig. 2(a), we show the energies of the spin-subband
edges at different magnetic fields, hereafter referred to as
magnetic spin-subbands (MSS), with spin up (↑-MSSs) and
spin down (↓-MSSs). Due to the hexagonal symmetry of the
self-consistent potential, the low-energy spectrum is at low
fields formed out of groups of 12 MSSs arising from the six
irreducible representations of the C6 symmetry group. Each of
these groups is further spin-split by the strong Zeeman effect

ε n
, σ

 - 
E

F 
(m

eV
)

FIG. 2. (Color online) (a) Magnetic spin-subbands (MSS) in the
low-field regime. Red and blue dots indicate ↓- MSSs and ↑-MSSs,
respectively. The horizontal black line is set at EF . (b) Self-consistent
electron density distribution, n(r), for the InAs/GaAs NW at B = 0.
(c) Spin-projected magnetoconductances G↓ (red) and G↑ (blue), and
total magnetoconductance (black).
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forming two bunches, one of ↑-MSS and the other of ↓-MSSs,
of six braided MSSs.

Within each group, the MSSs oscillate due to the AB
effect, developing crossings with MSSs of their same group,
which have different symmetry and/or different spin, and
anticrossings with MSSs of neighboring groups with the same
symmetry and spin. The oscillation period is ∼0.32 T. Since
the calculated expectation value of the radial position, ρ =√

x2 + y2, of the electron system is 66.36 nm, this periodicity
corresponds fairly well to the periodicity of ∼0.30 T of the
corresponding circular system.

In Fig. 2(c), we show the spin-projected magnetoconduc-
tances Gσ (B) and the total magnetoconductance G(B) =
G↑(B) + G↓(B). Even though both Gσ (B) exhibit regular
flux-periodic oscillations, G(B) only does so at very low fields.
After the second oscillation cycle, the G(B) periodicity is
suppressed by the Zeeman effect, which breaks the periodicity
of the MSS spectrum [12,13]. Apart from this, G(B) does
not differ qualitatively from that of an electron system in a
cylindrical tube [12,13,16]. Indeed, in the present case, EF lies
within one group of braided MSSs, and the spectrum around
EF is similar to that of a cylindrical system. However, in
an experiment EF can be tuned by means of external gates.
Therefore, we next study the system at different Fermi levels
EF or applied gate voltages Vg .

In Fig. 3, we show the effect of a gate-all-around voltage.
This geometry tunes the position of the MSSs with respect to
EF , modulating the total density in the system while preserving
the hexagonal symmetry. As shown in Fig. 3(a), the oscillatory
behavior of the magnetoconductance due to the AB effect is
absent at certain voltages. For instance, at Vg = 80 mV the
magnetoconductance is flat. This is due to the positioning of
EF in the energy gap between the second and third group of
MSSs, as shown in Fig. 3(c). Since EF does not cross any MSS,
the number of conducting channels is constant. Comparing
Figs. 3(b) and 3(c), which correspond to Vg = −60 and 80 mV,
respectively, we also observe that the gate voltage affects both
the width of the MSSs groups and the gaps between them. In
fact, Vg affects the total electron density and, hence, electron
localization. As shown in the insets of Figs. 3(b) and 3(c), a
Vg > 0 favors localization in the corners of the InAs shell,
due to the larger electron-electron interaction. This, in turn,
reduces the tunneling among states at the corners and, hence,
the splittings within bunches of MSSs, while it increases the
gaps between consecutive bunches [10]. Note that, since the
latter gaps are a direct consequence of the discrete symmetry
of the system, flat magnetoconductance is a direct signature of
the hexagonal symmetry, which is more likely to be observed
at positive gate voltages.

Observation of flat magnetoconductance when sweeping
Vg has not been reported in the transport measurements
performed hitherto on hexagonal NWs under axial magnetic
fields [9,16–18]. However, in these works the electron density
was normally modulated by a back-gate instead of a gate-
all-around. The electrostatic field generated by a back-gate
removes the hexagonal symmetry of the electronic system,
and it could even destroy the doubly connected topology
that originates the AB effect. Therefore, one may wonder
why flux-periodic oscillations in the magnetoconductance are
observed at all.

ε n
,σ

 - 
E

F 
(m

eV
)

FIG. 3. (Color online) (a) Total magnetoconductance at selected
gate-all-around voltages, Vg , as indicated by labels [the Vg = 0 curve
is the same as the black line in Fig. 2(c)]. (b) MSSs at Vg = −60 mV.
(c) MSSs at Vg = 80 mV. Insets in (b) and (c) show the corresponding
n(r).

To assess this point, in Fig. 4 we show the results of
simulations performed at different back-gate voltages. As
shown in the insets of Figs. 4(b) and 4(c), the applied voltage
strongly reshapes the electron density distribution in the NW.
At negative (positive) Vg the total density in the system is
reduced (increased) and concentrated in the top (bottom) half
of the InAs shell. However, whereas the doubly connected
topology that results in AB oscillations is removed at suffi-
ciently negative voltages (e.g., Vg = −80 mV), it is robust
for Vg > 0. The origin of this difference can be appreciated
from the corresponding MSSs [Figs. 4(b) and 4(c)]. The
lowest-lying MSSs are strongly affected by the gate, losing
the doubly connected topology and showing an almost linear
dispersion with the magnetic field. Higher-energy MSSs, on
the contrary, being more delocalized over the NW section,
still show doubly connected topology. Since at Vg = −80
and −100 mV only low-lying MSSs are occupied [see
Fig. 4(b)], the total electron density loses the doubly connected
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FIG. 4. (Color online) (a) Same as in Fig. 3 but for a back-gate
device. (b) MSSs at Vg = −80 mV, (c) MSSs at Vg = 200 mV.

topology, and the corresponding magnetoconductance does
not show AB oscillations. In contrast, at Vg > 0 several states
with doubly connected topology are occupied, and the AB
oscillations of the magnetoconductance persist [see Fig. 4(a)].
The latter is indeed the usual regime in magnetotransport
experiments [16,17] where, therefore, periodic oscillations in
the magnetoconductance are observed despite the symmetry
reduction.

B. High-magnetic-field regime: Spin and charge transitions

We next study the high-magnetic-field regime, up to
the limit of complete electron depletion, which occurs at
B ∼ 20 T in this sample. Figure 5 shows the MSSs and the
self-consistent total electron density distributions at selected
fields (spin-projected electron densities show only minor
differences and are not shown here). All simulations in this
section are performed at Vg = 0. The overall behavior of
MSSs shows that, in addition to the diamagnetic shift, several
transitions occur at discrete fields, as we discuss below.

The evolution of n(r) in Figs. 5(b)–5(f) shows that the axial
field induces a transition from an electron distribution localized

BP BC→F

ε n
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FIG. 5. (Color online) (a) MSSs up to complete charge depletion.
Blue (red) dots are used for ↑-MSSs (↓-MSSs). The horizontal line
indicates the position of EF . Vertical dashed arrows indicate fields at
which different spin/charge transitions occur (see text). (b)–(f) Self-
consistent electron density distributions n(r) at selected magnetic
fields.

at the corners [low field, Figs. 5(a) and 5(b)] to a distribution
increasingly localized in the center of the facets [high field,
Figs. 5(e) and 5(f)]. This charge reshaping is induced by the
diamagnetic term [third term on the left-hand side of Eq. (2)],
which constrains the electron density to adopt distributions
with lower radius as the field is increased, counteracted by
Coulomb interactions.

Such a corner-to-facet transition can be correlated with the
evolution of the MSSs. In Fig. 5(a), the lowest-lying bunch
of 12 MSSs at B = 0 corresponds to states localized at the
corners, whereas the second set of states are localized at the
facets for orthogonality. As the field is increased, Zeeman spin-
splitting takes place and the two sets of six ↓-MSSs approach
in energy, eventually overlapping at BC→F ∼ 10.2 T. At this
point, the 2D electron density integrated along the minimal
(facet-to-facet) and maximal (corner-to-corner) diameter [22]
is nearly the same [see Fig. 5(d)]. At B > BC→F , the six lowest
↓-MSSs are localized at the facets of the inner interface, while
corner states are much higher in energy, corresponding to the
third group of six ↓-MSS. The same transition occurs for
↑-MSS, however these states are already depopulated at the
transition field.

Apart from this smooth spatial localization transition, two
abrupt changes of slope appear in the calculated MSSs. The
first one occurs at BP = 7.5 T and corresponds to complete
spin polarization, as demonstrated by the spin-projected elec-
tron densities n̄↑,n̄↓ shown in Fig. 6(a) and the corresponding
spin polarization in Fig. 6(b), which marks a clear transition
to a ferromagnetic state at BP . Note that the total density
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FIG. 6. (Color online) (a) Total density n̂ (black lines) and spin-
projected densities n̄↑ (blue lines) and n̄↓ (red lines) as a function
of the field intensity B. Vertical dashed lines illustrate the transition
fields in Fig. 5(a). (b) Spin polarization as a function of the magnetic
field. Inset: spin susceptibility.

[black line in Fig. 6(a)] is reduced by the magnetic field with
a roughly parabolic trend due to the depletion of successive,
high-energy MSSs. However, the curve shows a change of
slope at (BP ). At fields right after BP , the rate at which the
NW is depleted decreases momentarily. n̄↓ passes abruptly
from being increased to decreased at BP , in agreement with
the inversion of the ↓-MMSs slope exposed in Fig. 5(a).

The singular behavior of the spin polarization [Fig. 6(b)] is
reminiscent of the first-order phase transition of a 2D electron
gas with an in-plane magnetic field [35,36] (note that in our
system, the Seitz radius rs ∼ 0.07 at zero field, which is a
very weakly correlated regime), although it is difficult in our
numerical treatment to establish whether it is a weakly first-
order or continuous transition. The inset in Fig. 6(b) shows
the spin susceptibility, i.e., the magnetic-field derivative of the
spin polarization. This magnitude oscillates with the field as

FIG. 7. (a) Total free energy per electron and (b) Hartree (solid),
exchange (dashed), and correlation (dotted) energies per electron as
a function of the field B. Vertical dashed lines indicate the transition
fields in Fig. 5.

a consequence of the interplay between the AB effect and the
Zeeman splitting, which produce short-period modulations of
the spin densities.

At fields higher than BP and BC→F , the MSSs shown
in Fig. 5(a) rearrange in groups of six, which tend to form
Landau-like bands. Finally, at a larger field BL = 16 T the
spectrum shows an additional transition. This corresponds to
complete depletion of the incipient second Landau-like band.
The transition is also marked by a weak but visible kink in
n̄(B), as shown in Fig. 6(a), which, as for the ferromagnetic
transition, indicates a sudden decrease in the depletion rate.

The free energy per electron and the many-electron energy
contributions per electron are calculated dividing the corre-
sponding magnitudes per unit length by the total electron
density and plotted in Figs. 7(a) and 7(b), respectively. All
energy contributions show weak kinks at BP and BL. The
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FIG. 8. (Color online) Noninteracting MSS edges with respect to
the InAs conduction-band edge. Blue (red) dots are used for ↑-MSSs
(↓-MSSs).

free energy per electron increases with B due to the increase
in magnetic confinement. However, the Hartree energy per
electron [Fig. 7(b)] is reduced with B due to field-induced
charge depopulation. At high magnetic fields, B > 18.5 T, the
Hartree energy changes sign because the free-electron density
is lower than the total density of static donors included in the
simulation in the NW GaAs core. Note from Fig. 7(b) that the
direct Hartree energy is one and two orders of magnitude larger
than the exchange and correlation contributions, respectively,
and therefore it will rule many-electron effects in the system.

To assess the role of many-electron contributions, in Fig. 8
we show the MSSs calculated in a noninteracting model, i.e.,
vH = 0 and vXC = 0. The MSSs follow in this case a smooth
evolution with B, which evidences the many-electron origin
of the two transitions at BP and BL in the SDFT calculation.
We have also checked that such transitions persist when only
vXC = 0 (data not shown here), as was expected from the
weak effect of the exchange and correlation contributions in
the present system [see Fig. 7(b)].

Indeed, the transitions at BP and BL result from the balance
between the two main energy contributions: the magnetic
confinement, which increases the system energy with B, and
the direct Coulomb or Hartree energy, which is reduced with
B due to the charge depletion decreasing the system energy in
this way. Thus, the first transition at BP , which produces an
inversion in the slope of the ↓-MSSs, can be understood as a
transition between a regime, B < BP , in which the reduction
in Hartree energy dominates over the magnetic confinement, to

FIG. 9. (Color online) (a) Total magnetoconductance G = G↑ +
G↓ (black) and spin-resolved magnetoconductances, G↑ (blue) and
G↓ (red). (b) Total magnetoresistance. Vertical dashed lines indicate
the transition fields in Fig. 5.

another regime, B > BP , in which the magnetic confinement
dominates. The key difference before and after BP is the
magnitude of the Hartree energy that is lost per depleted
state, which is larger at B < BP . This is because when the
system is not spin-polarized, the Hartree energy also arises
from the interactions between electrons with antiparallel spin.
The latter, which are absent in the ferromagnetic phase, are
stronger than interactions between parallel spin electrons due
to the lack of a Fermi hole.

The transition at BL, which produces an abrupt increase
of the MSSs, is also interpreted with similar arguments, i.e.,
the Hartree energy lost per depleted state is lower at B > BL.
This is due to the larger localization of the electron density at
B > BL [cf. Figs. 5(e) and 5(f)], which entails a larger Fermi
hole in the direct Coulomb interaction in this regime. Indeed,
it has been proven that the conditional probability of finding
an electron with a given spin when there is already another
electron with the same spin nearby is lower when the former
is localized [37].

The spin-projected magnetoconductances G↑,G↓ and the
total magnetoconductance G = G↑ + G↓ calculated from
the SDFT modeling are shown in Fig. 9(a). Starting from
low fields, the total magnetoconductance oscillates, due to
oscillating MSSs crossing EF , around an average value of 16
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e2/h up to a magnetic field B ∼ 6 T. As the field approaches
BP , a sudden steplike reduction of four magnetoconductance
units is caused by the sudden depletion of the lowest set of ↑-
MSSs [see Fig. 5(a)] induced by the ferromagnetic transition.

At B > BP , the magnetoconductance shows an almost
flat plateau that lasts up to B ∼ 12 T. This originates in
the location of EF in the symmetry-induced energy gap
between the second and third group of six ↓-MSSs [see
Fig. 5(a)]. As EF merges in the second group of ↓-MSSs, the
magnetoconductance starts to oscillate again, while reducing
in average at an increasing rate approaching BL. At B > BL,
EF lies in the wide energy gap between the first and second
Landau bands, hence G is constant.

Finally, G(B) drops to zero when the first incipient Landau
band crosses EF and the conduction band gets completely de-
pleted. In Fig. 9(b), we also plot the magnetoresistance 1/G(B)
to illustrate the kink observed at BP , which corresponds to that
observed in experimental measures [38,39] of ferromagnetic
transitions in flat quasi-2D electron systems under in-plane
magnetic fields.

IV. SUMMARY AND CONCLUSIONS

We performed a SDFT study of the electronic structure and
magnetoconductance of hexagonal core-shell NWs pierced by
an axial magnetic field. Critically, our modeling goes beyond
often employed cylindrical and/or single-particle approxima-
tions to simulate radial heterostructures, which neglect the
strongly inhomogeneous, field-dependent distribution of the
electron gas.

In the low-field regime (B � 2 T), we predict that AB
magnetoconductance oscillations may disappear/resurface as
a function of the gate-all-around voltage as a direct conse-
quence of the presence of discrete symmetry-induced energy

gaps. Our calculations also allowed us to critically analyze
recent experiments [16,17] and justify the observation of AB
oscillations in spite of the broken symmetry induced by the
back-gate voltage.

In the high-magnetic-field regime, we found several field-
induced transitions. First, the diamagnetic confinement in-
duces a strong reshaping of the electron gas, which goes
through a smooth transition from a low-field electron density
distribution concentrated in the corners to a high-field distribu-
tion strongly localized in the facets of the radial heterojunction.
Several experimental consequences of such reshaping are
expected, for example in optical recombination experiments,
due to the different localization of electrons and holes [26].

In addition, two abrupt transitions occur at discrete fields
that are related to the depletion of higher MSSs. These
depletions are either of the lowest antiparallel spin MSSs,
leading to spin polarization, or of the second incipient
Landau-like band with parallel spin. The origin of these
transitions lies in the increase of the effective Fermi hole
occurring at each transition, which affects the amount of
Hartree energy that is lost per depleted state. As a consequence,
such abrupt transitions are clearly marked in the calculated
magnetoconductance by steplike behaviors.
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[21] B. M. Wong, F. Léonard, Q. Li, and G. T. Wang, Nano Lett. 11,
3074 (2011).

[22] A. Bertoni, M. Royo, F. Mahawish, and G. Goldoni, Phys. Rev.
B 84, 205323 (2011).

[23] S. Funk, M. Royo, I. Zardo, D. Rudolph, S. Morkötter, B. Mayer,
J. Becker, A. Bechtold, S. Matich, M. Döblinger, M. Bichler,
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Control of electron spin–orbit anisotropy in pyramidal InAs quantum
dots
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H I G H L I G H T S

� We investigate the spin–orbit anisotropy of InGaAs pyramidal dots under in-plane magnetic fields.
� We show that the anisotropy found in dots like those of PRL 104, 246801 (2010) is due to the interplay between Rashba and Dresselhaus spin–orbit
interaction.

� We show that controlling the QD height and (In,Ga) alloying provides a powerful tool to tailor the spin–orbit anisotropy.
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a b s t r a c t

We investigate the electron spin–orbit interaction anisotropy of pyramidal InAs quantum dots using a
fully three-dimensional Hamiltonian. The dependence of the spin–orbit interaction strength on the or-
ientation of externally applied in-plane magnetic fields is consistent with recent experiments, and it can
be explained from the interplay between Rashba and Dresselhaus spin–orbit terms in dots with asym-
metric confinement. Based on this, we propose manipulating the dot composition and height as efficient
means for controlling the spin–orbit anisotropy.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, spin physics has become one of the most active
branches in condensed matter physics due to its promising ap-
plications [1]. In particular, spin–orbit interaction (SOI) has been
intensively investigated in semiconductor quantum dots (QDs) [2]
in which confinement hinders many decoherence mechanisms
and leads to long-lived spin states [3,4]. This makes these systems
good candidates for spin-based technological applications in
spintronics [5] and quantum information [6].

For electrons in zinc-blende semiconductor QDs, the most im-
portant mechanisms of SOI are known to be Rashba SOI [7], re-
sulting from the structure inversion asymmetry, and Dresselhaus
SOI [8], resulting from the bulk inversion asymmetry of the ma-
terial itself. The Hamiltonians that describe both Rashba and
Dresselhaus SOI present intrinsic anisotropy. A good under-
standing of such anisotropy is crucial to control and manipulate

single electron spins via external electric or magnetic fields. One
way to probe it is through examination of the spin anticrossings in
the energy level spectrum, whose magnitude is proportional to the
SOI intensity [9–11]. Taking profit of this, Takahashi and co-
workers recently investigated SOI in self-assembled InAs QDs [12].
The choice of InAs is particularly interesting because of the strong
SOI of this material, which makes it convenient for spin manip-
ulation via external fields. Indeed, the possibility of controlling
single spin-states in these systems has been demonstrated both
electrically [13] and magnetically [12].

The experiment of Takahashi et al. showed that electrons in
InAs QDs present pronounced in-plane SOI anisotropy. To this end,
they used an in-plane magnetic field, whose direction was rotated
over all possible azimuthal angles, ϕ. It was found that the angular
dependence of the SOI strength fits the form of an absolute cosine
function with an offset ϕ0, ϕ ϕ| − |cos( )0 . The origin of this de-
pendence was tentatively ascribed to the QD elongated geometry
along with the contribution of Rashba SOI [12]. Soon after, a the-
oretical work by Nowak et al. proposed an alternative explanation.
They ascribed the origin of the offset to the combined action of
Rashba and Dresselhaus SOI in elongated QDs [14]. This conclusion
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was based on a single-electron effective mass model where QDs
are represented as simple cuboids and the confinement potential
is separable, namely = + +V r V x V y V z( ) ( ) ( ) ( )x y z . Because recent
evidences have demonstrated that a realistic three-dimensional
confinement is required for quantitative understanding of the SOI
properties [15,16], one wonders to which extent this finding holds
in the actual pyramidal-shaped QDs of the experiment.

In this work, we provide further insight on the SOI anisotropy
of self-assembled InAs QDs. This is done by using fully three di-
mensional effective mass Hamiltonians, with inclusion of both
Rashba and Dresselhaus SOI, electric and magnetic fields, and ac-
curate modeling of pyramidal QD structures. We find that Rashba
or Dresselhaus interaction alone does not explain the presence of
the offset ϕ0 in the angular magnetic field dependence even if the
QD is anisotropic. Rather, it arises from the simultaneous presence
of the two SOI terms. This confirms that the interpretation of
Nowak and co-workers [14] holds in more realistic geometries.
Knowing the origin of the SOI anisotropy, we set to explore the
effect of the QD height and (In,Ga) composition. Since these two
factors have a strong and selective influence on the strength of
Dresselhaus and Rashba SOI, respectively, they can be used to tip
the balance between the two SOI terms. As a result, we show that
the magnitude of the angular offset ϕ0 can be modulated over a
wide range of values.

2. Theory

We study the conduction band electronic structure of semi-
conductor QDs within the effective mass and envelope function
approximations. The three-dimensional single-electron Hamilto-
nian reads

= + + + + +⁎H
m

V H H H
p

r Er
2

( ) (1)Z R D

2

where mn stands for the electron effective mass, ∇= − +ip A is
the canonical momentum operator and V r( ) is the confining po-
tential. Following the setup of Ref. [12], a magnetic field oriented
in the xy plane and rotated an angle ϕ with respect to the x-axis is
also included. Such a magnetic field has the form

ϕ ϕ= BB (cos , sin , 0) and is described by the vector potential
ϕ ϕ= −zB zBA ( sin , cos , 0). The third term accounts for an exter-

nally applied electric field, which is directed along z in the
experiments. Thus, = EE (0, 0, )z .

We also introduce the Zeeman term

σμ=H g B (2)Z B
1
2

where σ are the Pauli spin matrices, μB is the Bohr magneton and g
is the electron g-factor.

The last two terms in Eq. (1) are additional terms resulting from
the SOI [17]. The Rashba SOI is described by the Hamiltonian

α σ σ= −H E p p( ). (3)R r z x y y x

and the Dresselhaus SOI by the Hamiltonian

β σ σ σ= − + − + −H p p p p p p p p p[ ( ) ( ) ( )] (4)D d x x y z y y z x z z x y
2 2 2 2 2 2

Here, αr and βd are material-dependent coefficients determin-
ing the strength of the SOI in the conduction band [17].

The eigenvalue equation of Hamiltonian (1) is solved numeri-
cally using a finite-difference method on a three-dimensional grid.

3. Results and discussion

The system we consider is represented in Fig. 1. It consists of a
pyramidal InAs QD similar to that used in Ref. [12]. The QD is

grown on top of a GaAs wetting layer and is uncapped. Because the
surface of uncapped QDs is usually oxidized, the tip can be con-
sidered as insulating and the QD is better described as a truncated
pyramid [18]. The base of the QD is rectangular due to the elec-
trostatic confinement induced by the side gates. We assume that
the elongated direction (x-axis) is along the [100] crystallographic
axis.

Our first target is to understand the origin of the SOI angular
dependence. Following Ref. [12] experiment, this is estimated from
the magnitude of the spin anticrossing gap between the s-shell
and the p-shell for different orientations of the magnetic field. The
confining potential is defined by the conduction band offset be-
tween InAs and GaAs, VInAs/GaAs¼0.69 eV [19], and the vacuum is
treated by using a high potential barrier, Vvacuum¼4 eV. A uniform
composition of 66% In is assumed inside the QD, which takes into
account the diffusion of Ga into the otherwise pure InAs material.
Similar alloy compositions have been experimentally observed in
other epitaxially grown InAs QDs [20,21]. The electron effective
mass and the SOI coefficients are calculated using linear inter-
polation from the pure InAs and GaAs parameters [17,19]. The
values used in the simulations are =⁎m m0.04 0 (m0 is the free
electron mass), α = 79.0 er Å2 and β = 27.32 eVd Å3.

The magnitude of the electric field in the QD is roughly esti-
mated to be = −E 15 KV/cmz [22], and we use this value in all our
calculations. For the g-factor, we take the experimental value,

= −g 4.1, much smaller than the bulk value used in Ref. [14]. This
shifts the spin anticrossing under study towards higher magnetic
fields. Indeed, the dimensions and composition of the QD in Fig. 1
have been adjusted in order to match the magnetic field at which
the anticrossing takes place in the experiment. Using the experi-
mentally inferred g-factor is also consistent with recent work
showing that the bulk g-factor is strongly reduced by quantum
confinement [23].

3.1. SOI angular dependence

Fig. 2 illustrates the electron energy levels under an in-plane
magnetic field oriented along the x direction (ϕ = 0) in the absence
of SOI. The labels near the lowest levels indicate the orbital sym-
metry at zero field (irreducible representation of the C2v group)
and the spin of each state. In this case, the lowest spin-down state
(| 〉| ↓ 〉A1 ) and the first excited spin-up state (| 〉| ↑ 〉B1 ) can cross (see
dashed rectangle). As mentioned above, the dimensions and
composition of our QD are fitted to reproduce the experimental
field of the anticrossing, ≈B 11.5 TAC . On doing this, we also re-
produce the experimental anticrossing field for B aligned along y
(ϕ = 90), which takes place at ≈B 10 TAC due to the stronger
confinement – not shown – [22].

When SOI is included, the intersection of the states we consider
turns into an anticrossing. The inset of Fig. 2 shows the antic-
rossing formed in the presence of SOI. We define the anticrossing
energy EAC as the minimal separation between the two states at
the avoided crossing. It is worth noting that such anticrossing has
been well studied in circular QDs, where only Rashba SOI can

Fig. 1. Schematic representation of the uncapped InAs QD system. The dimensions
of the QD considered in the simulations and the orientation of the magnetic field
are also indicated. The upper base of the pyramid is 0.6 times the lower one.
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couple the two states [10,11,24–27]. As we shall see next, in pyr-
amids the lower symmetry implies that Dresselhaus SOI can also
contribute.

In Fig. 3, we show the magnitude of the anticrossing energy
when Rashba and Dresselhaus SOI mechanisms are present in-
dividually and also simultaneously. In all three curves there is a
clear dependency between EAC and the magnetic field orientation
revealing the SOI anisotropy. When only Rashba SOI is present, the
anticrossing is maximum when B is oriented parallel to the x-axis
(ϕ = 0) and it decreases with the rotation of B until it cancels out
at ϕ = 90. For this orientation, the SOI quenches and the states
cross. For Dresselhaus SOI the behavior is the opposite instead. EAC
is zero at ϕ = 0 and it becomes maximum at ϕ = 90. The results in
Fig. 3 can be fitted well by the absolute value of a cosine (sine)
function for the Rashba (Dresselhaus) SOI.

When both contributions are present at the same time, the
anticrossing energy has a similar form compared with the single
SOI cases, but the singular points are no longer found when B is
aligned with the principal axes of the dot. In this case, the mini-
mum appears at ϕ ≈ 57 and the maximum at ϕ ≈ 147. Note that
the curve including both terms can be obtained qualitatively as the
absolute value of the subtraction (addition) of the individual
curves for ϕ< <0 90 ( ϕ< <90 180). Then, the minimum takes
place at ϕ< <0 90 when the two single SOI curves cross since the

two terms cancel each other out. The results can be fitted by the
absolute value of a cosine function with an offset ϕ0,

ϕ ϕ∝ | − |E cos( )AC 0 . The extent of ϕ0 is determined by the relative
strength of the Rashba and Dresselhaus SOI contributions. In the
limit of Rashba SOI only, ϕ = 00 , and in the limit of Dresselhaus SOI
only, ϕ = 900 .

Fig. 3 shows that the finite value of ϕ0 observed in experiments
[12] can only occur when both SOI terms are present simulta-
neously. This result confirms that the explanation given by Nowak
et al. [14] for cuboidal QDs holds also in more realistic geometries.

Determining the precise value of ϕ0 in a QD thus depends on
the balance between Rashba and Dresselhaus SOI terms. Ob-
viously, knowledge on the angle where the spin–orbit coupling
between two states cancels out is of interest for spin control and
enhanced spin lifetimes [28]. Therefore, detailed understanding on
the structural parameters affecting its value is desirable. One can
see from Hamiltonians (3) and (4) that rotating the anisotropic
confinement potential of the QD with respect to the crystal-
lographic axes leads to changes in the weight of the SOI terms.
This was shown to be an important control parameter of the SOI
anisotropy in Ref. [14]. In what follows, we discuss two additional
factors which are equally important, namely the diffusion of Ga
into the InAs dot and the height of the dot.

3.2. Dependence on the QD composition

Self-assembled InAs/GaAs QDs experience substantial diffusion
of Ga from the GaAs matrix into the InAs islands during the
growth process, which leads to significant variations in the QD
composition [20,21,29]. In this section we investigate how this
affects the SOI anisotropy. Four InGaAs alloys with a uniform
concentration, ranging from 50% In to 100% In, are considered. To
this end, effective masses and SOI parameters αr and βd in Eq. (1)
are linearly interpolated from their pure values [19]. The results
including both Rashba and Dresselhaus SOI are summarized in
Fig. 4. As can be seen, decreasing the In concentration not only
visibly reduces the magnitude of the spin anticrossings gap EAC but
it also reduces the angle where the two SOI terms cancel out.

This result can be understood considering the value of Rashba
and Dresselhaus parameters of the pure materials. InAs and GaAs
parameters for Dresselhaus SOI are similar (β = 27.18 eVd

InAs Å3

and β = 27.58 eVd
GaAs Å3) [17]. Thus, the contribution of this term

remains approximately the same for all InAs/GaAs alloys. By con-
trast, the parameters for Rashba SOI are very different
(α = 117.1 er

InAs Å2 and α = 5.026 er
GaAs Å2) [17] so that the strength

of the Rashba term decreases with decreasing In composition. As a

Fig. 2. Electron energy spectrum as a function of the magnetic field in the absence
of SOI. The magnetic field is oriented in the x direction, ϕ = 0. The crossing of
electron states we examine is pointed out by the dashed red box. The labels denote
the orbital and spin symmetry at zero field and zero SOI. Inset: avoided crossing
when both Dresselhaus and Rashba SOI are present. (For interpretation of the re-
ferences to color in this figure caption, the reader is referred to the web version of
this paper.)
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Fig. 3. Anticrossing energy EAC as a function of the in-plane magnetic field or-
ientation ϕ. Results including only Dresselhaus SOI (blue dotted line), only Rashba
SOI (red dashed line) and both Dresselhaus and Rashba SOI (black solid line) are
presented. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this paper.)
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reader is referred to the web version of this paper.)
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consequence, Ga diffusion shifts the zero SOI angle towards the
Dresselhaus limit, ϕ = 0.

3.3. Effect of the QD height

We next explore the influence of the QD height on the antic-
rossing gap. The results, summarized in Fig. 5, compare the SOI
anisotropy of the QD studied so far (where the height is

=L 15 nmz ), with a shorter ( =L 10 nmz ) and a taller ( =L 20 nmz )
QD. We can see in this figure that while the global shape of the SOI
dependence on the magnetic field does not change with the
height, the anticrossing gap and the zero SOI angle do change. In
particular, with the increasing Lz the magnitude of EAC decreases
while the zero SOI angle increases.

This behavior can be qualitatively understood by considering
the QD as a quasi-2D structure, where confinement along z is
much stronger than that in the xy plane. One can then separate
adiabatically the in-plane and vertical motions. By considering
that only the lowest z state contributes to the low-energy spec-
trum, and integrating over this degree of freedom, the Dresselhaus
Hamiltonian of Eq. (4) simplifies to

σ σ= 〈 〉 −H d p p p( ). (5)D
c

z y y x x
2

where we have assumed 〈 〉 =p 0z and neglected terms which do

not involve 〈 〉pz
2 . Because 〈 〉 ∝p L1/z z

2 2, Eq. (5) reveals that the
Dresselhaus SOI term tends to decrease with QD height. By
contrast, the height barely affects the Rashba SOI term, see Eq.
(3). As a result, increasing Lz reduces the overall SOI strength and
shifts the zero SOI angle towards the Rashba SOI limit, ϕ = 90.

It is worth pointing out that the results of Fig. 5 are obtained
with a fully 3D, cubic Dresselhaus Hamiltonian, without the ap-
proximations of Eq. (5). This is important for a quantitative ana-
lysis, as the strong magnetic fields where spin anticrossings take
place ( ≈B 10 T) already imply comparable magnetic and spatial
confinement in the growth direction. This has been found to affect
the electron SOI anisotropy in related systems [28].

4. Conclusions

We have shown that the anisotropy of the SOI in InGaAs QDs
subject to in-plane magnetic fields is severely affected by the QD

height and the (In,Ga) alloying. This is because the anisotropy is
determined by the interplay between Rashba and Dresselhaus SOI.
In particular, the SOI between two electron states is suppressed for
field angles where the coupling strength induced by the two SOI
terms is balanced.

The amount of Ga diffusion into the self-assembled QDs pro-
vides direct control on the strength of the Rashba SOI, and it can
be determined through the growth temperature [29]. In turn, the
QD height provides direct control on the strength of the Dressel-
haus SOI, and it can be determined using e.g. In flux techniques
[30]. Therefore, we conclude that the two parameters offer an
excellent control knob to tailor the SOI anisotropy of self-as-
sembled QDs.
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ABSTRACT: We investigate the electron spin relaxation between
Zeeman sublevels of fully three-dimensional quantum dots. By going
beyond the usual two-dimensional description of Rashba and Dresselhaus
spin−orbit interactions (SOI), we provide a general overview of the effect
of the quantum dot shape. It is shown that, in spherical quantum dots,
the Dresselhaus SOI is severely suppressed, leading to slow relaxation
rates and a strong (B9) dependence on the magnetic field.

■ INTRODUCTION
A major issue for the development of spintronic, optical, and
quantum information devices based on semiconductor
nanostructures is to assess the effect of quantum confinment
on the spin−orbit coupling.1 Quantum confinement has a
profound influence on the orbital motion of electrons, which is
then felt by the spin degree of freedom through spin−orbit
interactions (SOI). Thus, as observed soon after the fabrication
of two-dimensional electron gases, tailoring the confinement
provides unprecedented control on the electron spin, revealing
new spin physics and spin-based applications.2,3 Much of this
knowledge has been transferred to the study of SOI effects in
quasi-two-dimensional (electrostatic or self-assembled) quan-
tum dots (QDs), enabling full control over individual spins.4−6

This has opened perspectives of fundamental physics studies as
well as several potential applications, ranging from single spin
spintronic devices to solid-state quantum bits.6−8

While most previous studies of SOI effects in QDs have dealt
with two-dimensional systems, where confinement in the
growth direction is strong, recent experiments have started
addressing the spin dynamics of colloidal QDs, where the fully
three-dimensional quantum confinement can be tailored to
form a variety of shapes, including spheres and elongated
rods.9−12 Spin relaxation in the presence of a magnetic field (be
it external or effective internal, as that splitting dark and bright
excitons) is generally driven by acoustic phonons and SOI.6,13

Structural anisotropies are known to have important con-
sequences on both of these factors.6,14−17 Therefore, properly
accounting for the 3D nature of SOI becomes essential to
understand the properties and the possibilities of these systems.
In this work, we probe the effect of the vertical confinement

on the electron spin relaxation between Zeeman sublevels of
zinc-blende QDs. As compared to the well-established case of
quasi-2D systems, the additional degree of freedom brings
about qualitatively different behavior. This allows us to
generalize the role of the interaction between quantum

confinement and SOI in the spin dynamics. In particular, we
determine the confinement anisotropy regimes that maximize
and minimize the spin lifetime (T1), as well as the dependence
on external fields.

■ METHODS
The spin relaxation due to single-phonon emission is calculated
from a Fermi golden rule as6

∑π δ= ℏ | ⟨ | | ⟩| × Δ +
λ

λ
−

T
M f i Eq

1 2
( ) e ( )i

fi q
q

qr

1

2

(1)

Here, Mλ(q) is a measure of the electric field strength of a bulk
acoustic phonon with wave vector q and electron−phonon
interaction mechanism λ (see ref 17 for details). |i⟩ and |f⟩ are
the initial and final electron states, Δf i is their energy splitting
and Eq the phonon energy. For transitions between Zeeman
sublevels, Δf i is small, and we are in the linear dispersion regime
of phonons, where Eq = ℏcαq (cα is velocity of sound for the
phonon branch α). We describe the electron states in
spheroidal QDs subject to a magnetic field along the z axis B
= (0,0,B) and an electric field with arbitrary direction ε. The
Hamiltonian reads

∑ ε μ σ= + + +
=

H H j e g B Hr( )
1
2j x y z

z
, ,

HO SOI
(2)

Here, HHO(j) is the harmonic oscillator Hamiltonian, HHO(j) =
pj
2/2m* + 1/2m*ωj

2j2, where m* stands for the effective mass
and ωj for the frequency of the confining parabola. The
canonical momentum pj = kj + eAj, where kj = −iℏd/dj, e is the
electron charge, and A is the vector potential in the symmetric
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gauge, A = B/2(−y,x,0). It is worth noting that the magnetic
confinement leads to modified frequencies of the in-plane
confining parabola, ω̃j(B) = (ωj

2 + ωc
2)1/2, where j = x,y, and ωc

= eB/2m* is the cyclotron frequency. The second term in eq 2
represents the electric field potential. The third term is the
Zeeman splitting, with g standing for the Lande ́ factor, μ for the
Bohr magneton, and σz the spin projection on the direction of
B, |↑⟩ or |↓⟩. The fourth term accounts for the SOI, which
mixes electron states with opposite spin projections. This term
is essential for spin relaxation to take place, as phonons cannot
couple states with opposite spin, i.e., ⟨↑| e−iqr |↓⟩ = 0.
For electrons in zinc-blende semiconductors, the dominant

SOI mechanisms are known to be the Dresselhaus spin−orbit
interaction (DSOI), originating in the inversion asymmetry of
the crystal cell, and the Rashba spin−orbit interaction (RSOI),
originating in the structural asymmetry when subject to an
electric field.2 We then take HSOI = HD + HR, where

σ σ

σ

= − + − + −H d[p (p p ) p (p p ) p (p p )

]

x y z x y z x y z x y

z

D
2 2 2 2 2 2

(3)

σ ε= ×H r p( )R (4)

Here, d and r are material-specific prefactors determining the
strength of SOI, and σj are the Pauli spin matrices.
Hamiltonian (eq 2) is solved by rewriting all derivatives and

coordinates in terms of harmonic oscillator ladder operators
and then projecting it onto a basis formed by oscillator
eigenstates. The resulting electron states are of the form |m⟩ =
∑s,σzcsσz

m |νx,νy,νz⟩|σz⟩, where νj = 0,1,2, etc., is the quantum
number of the 1D harmonic oscillator along the j direction, and
s is the combined orbital quantum number, s = (νx,νy,νz). The
phonon scattering matrix elements Gn,m = ⟨n|e−i qjj|m⟩ can be

evaluated from the analytical expression G0,0 = e(a/2)
2

, where a =
iql0 and l0 = (ℏ/(mω̃j))

1/2 is the characteristic oscillator length
in the j direction. The following recursive formulas are then
used:

= + × −+ −
⎛
⎝⎜

⎞
⎠⎟G

n
m G

a
G

1
1 2n m n m n m1, , 1 ,

(5)

= + × − ++ −
⎛
⎝⎜

⎞
⎠⎟G

m
a

G n G
1

1 2n m n m n m, 1 , 1,
(6)

For the calculations, we take In(Ga)As parameters.18 The
Rashba and Dresselhaus constants for this material are well-
known from experiments in 2D systems.2 Qualitatively similar
results can be expected for other zinc-blende materials such as
CdSe (often used in nanocrystals), albeit wider gaps would
weaken SOI effects.

■ RESULTS AND DISCUSSION
Dresselhaus SOI. We start by investigating the influence of

the vertical confinement, ωz, in QDs subject to DSOI. Figure 1a
shows the spin relaxation rate for QDs at B = 1 T. Different in-
plane confinement strengths, ωx = ωy = ω⊥, are considered. It is
known from the literature of quasi-2D systems that 1/T1
increases with vertical confinement.2,6 This is precisely what
we observe for the QD with ℏω⊥ = 5 meV, as here ωz > ω⊥
(∼2D QD) for all the range under study. However, the results
for QDs with stronger in-plane confinement show that the
general behavior is richer, displaying a profound spin relaxation

minimum when ωz = ω⊥ (i.e., in spherical QDs) and rapidly
increasing for any kind of confinement anisotropy.
To understand this behavior, we consider the factors

contributing to 1/T1 in eq 1. The phonon density of states at
the spin flip energy is constant because the Zeeman splitting,
Δf i, does not depend on ωz. Also, Δf i = 0.06 meV, which
implies phonon wavelengths λph ≈ 350 nm, much greater than
the QD size. Thus, we are in the dipole limit where the QD size
and shape have little effect on the efficiency of electron−
phonon coupling.6 It then follows that the ωz dependence must
ensue from the degree of spin admixing between the Zeeman
sublevels. This is confirmed by the solid line in Figure 1b,
which plots the spin purity of the ground state for ℏω⊥ = 25
meV. Clearly, minimal admixture is observed at ωz = ω⊥
(spherical QDs), increasing for both oblate (ωz > ω⊥) and
prolate (ωz < ω⊥) structures.
The spin admixture of the Zeeman sublevels can be explained

from the σx and σy terms in HD (σz does not flip spins). For
qualitative reasoning, we can restrict the Hilbert space to that
spanned by the lowest orbitals: |0⟩ = |0,0,0⟩, |x⟩ = |1,0,0⟩, |y⟩ = |
0,1,0⟩, and |z⟩ = |0,0,1⟩. The spin mixing part of HD is then
approximated as19

σ σ= ⟨ ⟩ − ⟨ ⟩ + ⟨ ⟩ − ⟨ ⟩H d[p ( p p ) p ( p p ) ]x y z x y z x yD
mix 2 2 2 2

(7)

Note in eq 7 that the Zeeman sublevels of |0⟩ do not couple
directly, but rather with the excited states |x⟩ and |y⟩. The
strength of the coupling depends on (i) the energetic proximity
of such states and (ii) the DSOI strength coefficients d(⟨py

2⟩ −
⟨pz

2⟩) and d(⟨pz
2⟩ − ⟨px

2⟩). While the former factor does not
depend on ωz, the latter does. Indeed, for a perfect sphere ⟨kx

2⟩
= ⟨ky

2⟩ = ⟨kz
2⟩. For B → 0, this implies ⟨pz

2⟩ ≈ ⟨p⊥
2⟩, so that

the DSOI strength coefficients tend to vanish. This explains the
extremely slow spin relaxation of spherical QDs. Because the
suppression originates in the SOI, the same behavior can be
expected for two-phonon processes.
For oblate structures, ⟨kz

2⟩ > ⟨k⊥
2⟩, and the DSOI strength

coefficients increase. In the limit of ⟨kz
2⟩ ≫ ⟨k⊥

2⟩, HD
mix →

d⟨pz
2⟩(pyσy − pxσx). This is the so-called linear approximation

Figure 1. (a) Spin relaxation rate in QDs with DSOI as a function of
the vertical confinement. (b) Spin purity of the ground state for QDs
with ℏω⊥ = 25 meV. Solid line, exact result; dashed line, linear
approximation; dotted line, in-plane cubic approximation. In panels a
and b, B = 1 T. (c) Same as that in panel a but for increasing magnetic
fields and ℏω⊥ = 25 meV.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp309389p | J. Phys. Chem. C 2012, 116, 25143−2514625144

184 Publications



of DSOI, widely employed for quasi-2D QDs.6 As can be seen
in Figure 1b, dashed line, it provides a qualitatively correct
estimate of the spin mixing for oblate QDs, albeit systematically
overestimated. Likewise, for prolate structures, ⟨kz

2⟩ < ⟨k⊥
2⟩,

and the DSOI strength coefficients also increase. In the 1D
limit, ⟨kz

2⟩ ≪ ⟨k⊥
2⟩, so that HD

mix → d⟨p⊥
2⟩(pxσx − pyσy). This

is the in-plane cubic approximation, which does not depend on
ωz and provides a saturation limit for quasi-1D QDs such as
nanorods, see dotted line in Figure 1b. Clearly, for QDs with
aspect ratio ∼1 (nearly spherical), the spin admixture is not the
sum of the linear and cubic approximations. The interplay
between 3D degrees of freedom becomes important and the
full HD Hamiltonian must be considered.
The suppression of the DSOI strength coefficients for

spherical QDs is maximal when B → 0. As shown in Figure 1c,
for increasing B, the spin relaxation minimum is gradually
removed. The main reason is that with increasing Zeeman
splitting, the dipole approximation to electron−phonon
coupling starts failing. Phonon scattering becomes then very
sensitive to the QD size,6,17 and it supersedes the influence of
SOI in determining 1/T1.
Rashba SOI. Next, we investigate QDs subject to RSOI. A

number of recent works have pointed out that the confinement
anisotropy gives rise to modulations of the RSOI strength in
quasi-2D QDs.20−22 Here, we extend the study to include the
vertical confinement. One can easily show from eq 4 that
spherical QDs under isotropic built-in electric fields will also
have suppressed SOI. Yet, a rich manipulation of the spin
dynamics can be obtained through externally applied
(anisotropic) electric fields. We then consider spheroidal
QDs with fixed ω⊥ subject to an axial field B and an external
electric field ε applied at a polar angle θ. Figure 2a shows the

spin relaxation rate for different ωz and θ values. One can see
that the fastest (slowest) spin relaxation occurs for ε
perpendicular to the direction of weakest (strongest) confine-
ment. More insight on the effect of RSOI is gained from the
insets, which depict cross-sections of Figure 2a for limiting
cases. Thus, for an axial electric field, panel b shows that ωz has
no influence, while, for an in-plane field, panel c shows that the

influence is highest. However, increasing the polar angle has
opposite effect for prolate QDs, panel d, and oblate QDs, panel
e. This behavior is independent of the magnitudes of the
external fields.
To understand the above results, we note that, as in the

DSOI case, here, 1/T1 simply maps the degree of spin
admixing. The spin mixing part of HR reads

ε σ σ ε σ ε σ= − + −H r[ (p p ) p p ]z y x x y x z y y z xR
mix

(8)

The first term in eq 8 applies for ε∥B. This is the only term
considered in most studies of quasi-2D QDs, where ε is applied
along the growth direction.6 This term couples the ground state
|0⟩ with |x⟩ and |y⟩, similar to the case of DSOI. Notice that it is
independent of ωz, which explains the flat response in Figure
2b. The second and third terms of eq 8 show up when ε∠B.
They couple the ground state to |z⟩, which implies that a
correct description of the motion in the z direction can be
essential for RSOI. As ε is tilted from B, ωz becomes
increasingly important, which explains its strong effect in Figure
2c.
Equation 8 evidences that |0⟩ couples to excited states with a

node in the direction j ⊥ ε, e.g., to |z⟩ for εy. The strength of
this coupling scales with pj. However, the energetic proximity
scales with pj

2. Therefore, with increasing confinement in the
direction perpendicular to ε, the RSOI admixture decreases.
This is why the maximum (minimum) admixing takes place for
prolate (oblate) QDs and in-plane ε in Figure 2a.

Magnetic Field Dependence. Last, we discuss the
magnetic field dependence of 1/T1. In quasi-2D QDs, a B5

power law is obeyed for both RSOI and DSOI, which is taken
in experiments as a signature of SOI mediated relaxation.6 We
find that the same power law holds for RSOI for any shape and
ε orientation. By contrast, the B dependence for DSOI is very
sensitive to the shape. This is shown in Figure 3a−c, where dots
represent the calculated values of 1/T1, and solid lines give the
corresponding fits to Bn functions. While B5 offers a correct
description for oblate (quasi-2D) and prolate (quasi-1D) QDs,
a severe deviation is observed for spherical QDs, where 1/T1 ∝
B9 (see panel b).

Figure 2. Spin relaxation rate (1/s) in QDs with RSOI. (a) Contour
plot as a function of the vertical confinement and electric field
orientation. ε = 30 kV/cm, B = 5 T, ℏω⊥ = 50 meV. (b−e) Cross-
sections: (b), θ = 0; (c) θ = π/2; (d) ℏωz = 10 meV; (e) ℏωz = 100
meV. The schematics near the corners illustrate the corresponding QD
shape and the orientation of ε with respect to B.

Figure 3. Spin relaxation rate in QDs with DSOI as a function of the
magnetic field. (a−c) External magnetic field, ℏωp = 50 meV and ℏωz
= 100 meV (a), ℏωz = 50 meV (b), ℏωz = 10 meV (c). (d,e) Same as
that in panels a−c but as a function of the electron−hole exchange
constant. The schematics represent the shape of the QD under study.
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The influence of the shape on the B dependence can be
traced back to that of the spin mixing given by HR

mix (for RSOI)
and HD

mix (for DSOI). These Hamiltonians contain terms
proportional to Bn, where n = 0,1 for HR

mix and n = 0−3 for HD
mix,

coming from p = k + eA. For oblate/prolate QDs under
moderate B, the B0 term dominates, and both RSOI and DSOI
show the same B dependence. For spherical QDs, B0 is still
dominant for RSOI, but it vanishes for DSOI (recall Figure 1).
In such a case, B2 and B3 terms dominate, changing the B-
dependence from B5 to B9, as observed in Figure 3b. An
analytical derivation of the B power laws can be found in the
Supporting Information.23

In Figure 3d−f, we study the effect of the effective magnetic
field produced by the electron−hole exchange interaction
splitting dark and bright excitons.10−12 From the point of view
of the electron, this is felt as a Zeeman-like term Hxc =
1/2 × Δehσz,

13 where the exchange constant Δeh ranges from
fractions of meV in self-assembled QDs to few meV in colloidal
QDs. The main differences with respect to the external B
studied before lies in the magnitude of the Zeeman splitting,
which can be much larger. Thus, with increasing Δeh, the
electron−phonon coupling departs from the dipole limit. The
coupling strength is then known to become most efficient when
λph is comparable to the QD size, and it becomes again
inefficient when λph increases further.6,17 This explains the
maximum of 1/T1 observed in Figure 3d−f. It is worth stressing
that, even in this regime of phonon energies, the reduced DSOI
of spherical dots generally translates into slower relaxation
(compare the maxima in panel e with that in panels d and f).
Because spin relaxation in colloidal QDs is presumably induced
by DSOI,11 these results set principles for the design of QDs
with either fast or slow relaxation between dark and bright
excitons.
We close by noting that, in this work, we have assumed bulk

phonons. This is an appropiate model for embedded QDs, such
as self-assembled QDs, colloidal solids, and nanocrystals with
thick shells. For suspended nanocrystals, however, phonon
confinement may alter the phonon density and electron−
phonon coupling efficiency. This would modify quantitative
estimates of the spin relaxation rate, such as the B9 power law,
but the central message of this work,the geometrical
suppression of SOI, persists.

■ CONCLUSIONS

We have studied the effect of the vertical confinement on the
electron spin relaxation in QDs with DSOI and RSOI. The
behavior of quasi-1D structures is similar to that of quasi-2D
systems. By contrast, spherical QDs show a distinct behavior,
which arises from a symmetry-induced quenching of the DSOI.
This leads to longer T1 values and a B9 power law. We have
shown that, for small (large) Zeeman splittings, 1/T1 is
dominated by the efficiency of the SOI (electron−phonon)
coupling. Our results allow to identify the geometrical
conditions that maximize or minimize 1/T1 in zinc-blende
QDs.
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These supplementary notes present a more detailed derivation of theB5 andB9 power laws

observed for the electron spin relaxation rates in QDs with different shapes in the article “Electron

Spin Relaxation in 3D Quantum Dots: Generalized Effect of Rashba and Dresselhaus Spin-Orbit

Interaction”.

TheB dependence can be understood by analyzing the different terms contributing to the spin

relaxation rate, Eq. (1) of the article:

1
T1

=
2π
h̄ ∑

λ q

|Mλ (q)〈 f |e−i qr | i〉|2δ (∆ f i +Eq). (1)

The transition occurs between Zeeman sublevels, which are split by a small energy (typically

fractions of meV). Under these conditions, the dominant electron-phonon scattering mechanism

involves small phonon energies (large wavelengths) yielding a homogeneous strain which only

can cause a piezoelectric interaction,λ = pz.1 In this wavelength regime, the phonon dispersion

relation is linear,Eq = h̄cq, wherec is the speed of propagation of the acoustic phonon.

Note from the sum and the delta function in Eq. (1) that we are considering all phonon modes

with energyEq = −∆ f i . The sum can be rewritten as an integral in spherical coordinates (q, θq, φq):

1
T1

∝
∫

θq

dθq

∫

φq

dφq

∫

q
q2dq|Mpz(q)〈 f |e−i qr | i〉|2δ (∆ f i + h̄cαq). (2)

The delta function restricts the integral over the phonon momentum modulusq to the resonant

value,q0 = −∆ f i/h̄c. We then obtain:

1
T1

∝ q2
0

∫

θq

dθq

∫

φq

dφq |Mpz(q)〈 f |e−i qr | i〉|2. (3)

Eq. (3) shows that the phonon density of states at the resonant energy introduces a factorq2
0 to

1/T1. Since the resonant energy is proportional to the magnetic field, ∆ f i = gµB, this translates

into a factorB2. On the other hand, the electron-phonon scattering due to the piezoelectric field

gives rise toMpz(q) terms with a 1/
√

q0 dependence.1,2 When squared, this adds a 1/B factor.

2
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Figure 1: Electron energy levels participating in the admixture of the Zeeman sublevels|i〉 and| f 〉.
The dashed line indicates the levels coupled by SOI.

As for the matrix element〈i|e−iqr| f 〉, to lowest-order SOI perturbation we can approximate the

electron states as:

|i〉 =ci
0|0〉|↓〉+ci

s|s〉|↑〉, (4)

| f 〉 =cf
0|0〉|↑〉+cf

s |s〉|↓〉, (5)

where|0〉 is the lowest orbital and|s〉 is the orbital with the largest SOI admixture (see Fig. Fig-

ure 1). Since the phonon cannot couple states with differentspin, we get:

|〈i|e−iqr| f 〉|2 = |ci∗
0 cf

s 〈0|e−iqr|s〉+ci∗
s cf

0 〈s|e−iqr|0〉|2. (6)

Assuming that SOI is a small perturbation, we can takeci
0 ≈ 1 andcf

0 ≈ 1. The following

simplified expression is then obtained:

|〈i|e−iqr| f 〉|2 ≈ |(cf
s +ci∗

s )〈0|e−iqr|s〉|2. (7)

In the dipole limit,|〈0|e−iqr|s〉|2 ∝ q2
0, thus giving an additionalB2 factor to 1/T1. If we collect

3
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all the B powers so far, we obtain aB3 dependence, which accounts for the phonon scattering

terms. What is left is the SOI contribution, which comes into play via the(cf
s +ci∗

s ) coefficients in

Eq. (7). From perturbation theory, the coefficients can be approximated as:

ci
s =

〈↓ |〈0|Hmix
SOI|s〉| ↑〉

∆0s−gµB
, (8)

cf
s =

〈↑ |〈0|Hmix
SOI|s〉| ↓〉

∆0s+gµB
, (9)

whereHmix
SOI is the spin mixing part of the Hamiltonian.

For DSOI, most of the mixing comes fromHmix
D :

Hmix
D = d

[
px(p2

y − p2
z)σx + py(p2

z − p2
x)σy

]
, (10)

which is cubic inp⊥. When replacing the canonical momentump by k−eA, sinceA = B/2(−y,x,0),

the matrix elements〈↓ |〈0|Hmix
D |s〉| ↑〉 will contain terms of up to cubic order inB,

〈↑ |〈0|Hmix
D |s〉| ↓〉 =

3

∑
j=0

as
j B

j . (11)

In what follows we shall assume|s〉 = |1,0,0〉 = |x〉, although similar reasoning applies to|s〉 = |y〉

and|s〉 = |x〉± i|y〉. The coefficientsax
j read:

ax
0 =d

(
〈k2

y〉−〈k2
z〉
)

〈0|kx|x〉, (12)

ax
1 =

id
2

(
〈k2

z〉−〈k2
x〉
)

〈0|x|x〉, (13)

ax
2 =

d
4

〈x2〉〈0|kx|x〉, (14)

ax
3 =

−id
8

〈y2〉〈0|x|x〉. (15)
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One can note from the above expressions that(ax
j)

∗ = −ax
j . On the other hand,

〈↓ |〈0|Hmix
D |x〉| ↑〉 =

3

∑
j=0

(−1) j ax
j B

j . (16)

due to the hermiticity ofσy. The sum of coefficients can then be written as:

cf
s +ci∗

s =
3

∑
j=0

(
ax

j

∆0s+gµB
−

(−1) j ax
j

∆0s−gµB

)
, (17)

For oblate and prolate QDs under moderate magnetic fields, theB0 term of the expansion is by

far dominant. Therefore,

cf
s +ci∗

s ≈ ax
0

(
1

∆0s+gµB
− 1

∆0s−gµB

)
, (18)

Since∆0s ≫ gµB, we can Taylor-expand the term in brackets and find that the lowest term is linear

in B:

cf
s +ci∗

s ≈ −2ax
0gµB/∆2

0s. (19)

When squared, this gives aB2 factor which, along with the phonon contributionB3, sum up theB5

power law observed in Fig. 3(a) and (c) of the article.

For spherical QDs, however, theB0 andB1 terms of Eq. (11) expansion vanish because〈k2
x〉 =

〈k2
y〉 = 〈k2

z〉, which cancels the coefficientsax
0 andax

1 (see Eqs. (12-13)). We are then left with the

B2 andB3 terms of the expansion. The sum of coefficients now reads:

cf
s +ci∗

s ≈ a2B2
(

1
∆0s+gµB

− 1
∆0s−gµB

)
+ a3B3

(
1

∆0s+gµB
+

1
∆0s−gµB

)
,

The first (quadratic) term gives aB2 factor from the numerator plus aB factor from the difference

of the fractions. All in all, this yields aB3 dependence. The second (cubic) term gives aB3 factor

from the numerator and aB0 factor from the sum of the fractions, since∆0s ≫ gµB. Again, this

yields aB3 dependence. Thus,(cf
s + ci∗

s )2 ∝ B6. Together with the phonon contributionB3, this
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explains theB9 power law observed in Fig. 3(b) of the article.

For RSOI, there is no symmetry-induced suppression of theB0 term. Then, the reasoning is

analogous to that of DSOI with non-spherical QDs and aB5 power law follows.
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Abstract
We report a systematic study of the spin relaxation anisotropy between single electron Zeeman
sublevels in three-dimensional cuboidal GaAs quantumdots (QDs). TheQDs are subject to an in-
planemagnetic field. As thefield orientation varies, the relaxation rate oscillates periodically, showing
‘magic’ angles where the relaxation rate is suppressed by several orders ofmagnitude. This behavior is
found inQDswith different shapes, heights, crystallographic orientations and external fields. The
origin of these angles can be traced back to the symmetries of the spin admixing terms of the
Hamiltonian.Our results evidence that cubicDresselhaus terms play an important role in determining
the spin relaxation anisotropy, which can induce deviations of the ‘magic’ angles from the
crystallographic directions reported in recent experiments (P Scarlino et al 2014 Phys. Rev. Lett. 113
256802).

1. Introduction

The electron spin confined in semiconductor quatumdots (QDs) is a promising candidate for the realization of
quantum computing and the development of spin-based devices in spintronics [1, 2]. Using the spin of electrons
as qubits wasfirst proposed by Loss andDiVincenzo [3] and, since then, a lot of effort has been devoted to its
accomplishment [4]. QDs offer the possibility of isolating single electron spinswhich exhibit longer lifetimes
than in delocalized systems since quantum confinement suppresses themain bulk decoherencemechanisms [5].
Nevertheless, coupling between the electron spin and the surrounding environment cannot be avoided,
resulting in spin relaxation and decoherence. Therefore, a good understanding of the relaxationmechanisms in
QDs is needed for the development of spin-based applications.

The twomainmechanisms of spin relaxation in III–V zinc-blende semiconductorQDs are the hyperfine
couplingwith the nuclear spins of the lattice and the spin–orbit interaction (SOI) [4]. The hyperfine interaction
is generally important at relatively weakmagnetic fields while formoderate and strong fields the phonon-
mediated relaxation due to SOI predominates. In semiconductors without inversion symmetry, e.g. GaAs, SOI
can be originated by the bulk inversion asymmetry of thematerial (Dresselhaus SOI) [6] and the structure
inversion asymmetry of the confining potential (Rashba SOI) [7]. TheHamiltonians describing both SOI have
different symmetries and exhibit an anisotropic behavior [8]. This anisotropy can be exploited to externally
control andmanipulate the electron spin by changing the orientation of appliedmagnetic or electric fields [9–
11]. As a consequence, the anisotropy of the spin relaxation and its control via externalmeans has been
intensively studied [12–20].

Most previous theoretical works have dealt with two-dimensional (2D) circularQDs grown along the [001]
crystal direction [4, 12–14, 21], where in-plane anisotropy arises from the interference betweenRashba and
Dresselhaus SOI.However, QDs are prone to deviate from the circular symmetry and there is gathering evidence
that this has a primary influence on the spin relaxation anisotropy [15–18]. This fact has been confirmed in very
recent experiments by Scarlino and co-workers [22]. Relevantly, all the studies analyzing the influence of non-
circular confinement on the spin relaxation anisotropy of singleQDs have so farmissed the effect of cubic
Dresselhaus SOI terms and that of three-dimensionality (3D). Cubic terms are expected to become particularly
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important in tall QDs [23], which are increasingly available owing to recent progress in synthetic control
[24, 25]. On the other hand, going beyond [001] grownQDs is also of interest, especially in view of the
convenience of [111] grownQDs for optical spin preparation [26]. The effect of the crystallographic orientation
on the spin dynamics has beenwell studied in quantumwells [27–29], but further work is needed in relation to
fully localized spins, where studies are limited [18].

In this article, we study the anisotropy of the electron spin relaxation between Zeeman sublevels in cuboidal
GaAsQDs. The anisotropy ismonitored by varying the orientation of an externally applied in-planemagnetic
field (ϕB).We considerQDs grown along both [001] and [111] crystal directions, including all linear and cubic
terms of Rashba andDresselhaus SOI in a fully 3Dmodel. Different heights, base shapes, crystallographic
orientations,magnetic field intensities and external electric fields are considered. The numerical results,
togetherwith perturbative interpretations, provide awide overview on the effect of confinement asymmetry and
3Don the spin relaxation anisotropy.

Wefind that, in [001] grownQDs, the spin relaxation anisotropy is very different depending on the
dominating spin–orbitmechanism, Rashba orDresselhaus SOI. By contrast, in [111] grownQDs the anisotropy
is the same for both terms. In all cases, the spin relaxation rate shows strong oscillations withϕB. Interestingly,
cubicDresselhaus terms are shown to be critical in determining such anisotropic behavior. This occurs not only
in tall QDs, but—contrary to commonbelief—also in quasi-2DQDs, provided the high symmetry directions of
the dot are not alignedwith themain crystallographic axes. In both squared and rectangularQDswe observe
order-of-magnitude suppressions of the spin relaxation rate at certain ‘magic’magnetic field anglesϕB, which
can be understood from symmetry considerations. A ‘magic’ angle around [110] has actually been very recently
reported in experiments with a single GaAsQD strongly elongated along one in-plane direction [22].We
generalize this study considering less elongated structures.We show that cubicDresselhaus terms help explain
the deviation from [110] observed in the experiment, and in less elongated structures they switch the ‘magic’
angle to [110] or [110].

The paper is organized as follows. Section 2 presents themodel we use to compute the electron spin
relaxation, including the SOIHamiltonians forQDs rotatedwith respect to themain crystallographic axes. In
section 3we show and discuss the numerical results for the cases under study. Finally, conclusions are given in
section 4.

2. Theoreticalmodel

We study the electron spin relaxation driven by SOI between Zeeman split sublevels of cuboidal GaAsQDs
subject to externally applied electricE andmagneticB fields (see figure 1). The isotropy of the conduction band
of III–V semiconductors leads to an isotropic kinetic energy term in the 3Done-electronHamiltonianwhich
reads

= + + + +H
m

V H H
p

Er
2 *

, (1)c Z

2

SOI

wherem* stands for the electron effectivemass,Vc is the confinement potential,E is an external electric field and

= − +ip A, whereA is the vector potential. An in-planemagnetic field ϕ ϕ= ( )BB cos , sin , 0B B rotated

Figure 1. Schematic representation of the cuboidalQD system. The orientation of the external electric andmagneticfields is indicated.

2
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an angleϕB with respect to the x axis of the dot is included. This field is described by the vector potential

ϕ ϕ= −( )zB zBA sin , cos , 0B B . The Zeeman term is σμ=H g BZ B
1

2
with g, μB and σ standing for the electron

g-factor, Bohrmagneton and Pauli spinmatrices, respectively.
The last term in (1) corresponds to the SOI, [8] = +H H HR DSOI , withHR being the Rashba SOI

σα= ×H p E( ), (2)R r
[001]

andHD theDresselhaus SOI

β σ σ σ= − + − + −( ) ( )( )H p p p p p p p p p . (3)D d x x y z y y z x z z x y
[001] 2 2 2 2 2 2⎡

⎣⎢
⎤
⎦⎥

Here,αr and βd arematerial-dependent coefficients determining the strength of the SOI and the superscript
[001]indicates de growth direction of theQD.

Equations (2) and (3) correspond toQDs grown along the [001] crystal direction. In order to consider other
orientations of theQDwith respect to the crystal host wemaintain the confinement potentialfixed in space and
perform a rotation of the crystalline structure. Since the confining potential as well as the externally applied fields
are kept while the crystalline structure is rotated, only theHSOI part of theHamiltonian is affected. In particular,
theHSOIHamiltonian corresponding to an axially applied electric field and a crystalline structure subject to an
in-plane rotationθz around the z axis reads:

θ α σ σ= −( )( )H E p p , (4)R z r z x y y x
[001]

and

θ β θ σ σ σ

β θ σ σ σ σ σ

= − + − + −

+ + − + − −
( ) ( )
( ) ( )( )

( ) ( )H p p p p p p p p p

p p p p p p p p p p

cos 2

sin 2 2
1

2
. (5)

D z d z x x y z y y z x z z x y

d z z y x x y z x y z x y x y y x

[001] 2 2 2 2 2 2

2 2 2

⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

Note that this particular case of an axially applied electric field yields a RashbaHamiltonian (4) independent of
θ .z

Weconsider nextQDs grown along the [111] direction. In particular, we consider the rotation
χ = arccos(1 3 ) around the straight line = −y x, that corresponds to the Euler anglesθ = arccos(1 3 ),
ϕ = 45 andα = −45. The rotated SOIHamiltonians have the form

α
σ σ σ= − − + + +( ) ( )( )H

E
p p p p p p

3
, (6)R

r z
z y x y x z x y z

[111] ⎡
⎣⎢

⎤
⎦⎥

and

β
σ σ σ σ

σ σ σ σ

= + − − + − +

+ − − + + +
( )( ) ( )

( ) ( )
( )H p p p p p p p p

p p p p p p p p p

2 3
4

2 ( ) 3 3 , (7)

D
d

x y z x y y x z x y x y

x y z x y z x x y z y y x

[111] 2 2 2 2 2

2 2

⎡
⎣⎢

⎤
⎦⎥

where the electric field is alignedwith the dot z axis.
The relaxation rate between the initial electron state Ψ∣ 〉i and thefinal electron state Ψ∣ 〉f is estimated by the

Fermi golden rule

 ∑π Ψ Ψ δ= − −
λ

λ
− ( )

T
M E E Eq

1 2
( ) e . (8)f i f i q

q

qr

1 ,

2 i
2

Here, the sum is done over all possible decay channels and directions of the phononwave vectorq. λM q( )
denotes the scatteringmatrix element corresponding to the electron–phonon interaction including the
piezoelectric and deformation potentials [30]. The expressions for λM q( ) are derived considering the three
phononmodes λ of the bulk zinc-blende crystals, one longitudinal and two transversals, as producing strain and
this strain yielding piezoelectricity (see [31] formore details).We assume bulk phonons, which is an appropiate
model for embeddedQDs. As a consequence, the scatteringmatrix elements λM q( )does not depend on theQD
orientation. All calculations are carried out at zero temperature, thus only phonon emission processes are
possible, i.e. those inducing transitions from the first excited to the ground electronic state. The splitting energy
betweenZeeman sublevels is small so that only acoustic phonons are important and the linear dispersion regime
applies = λE c qq , where λc is the velocity of the longitudinal or transversal phonon branch [32].Note that
phonons cannot couple states with opposite spin and the spin admixture caused by SOI is essential for relaxation
to take place.

3
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The eigenvalue problem is solved numerically using afinite differencemethod on a 3D grid. Accounting for
SOI in the calculation of the energy spectra requires high numerical precision due to the smallmagnitude of this
coupling and the presence of third-order derivatives. Accuracy in the derivatives in the finite differencemethod
can be achieved by increasing the number ofmesh nodes. However, the 3D character of the calculations is a
serious hindrance, since the number of nodes increases asn n n· ·x y z , with ni the discretization along the axis i.
We can also improve accuracy by increasing the points of the discretization of derivatives.We have explored the
performance of 5, 7 and 15-point central difference schemes and, after a series of convergence tests, found that a
seven-point stencil central difference scheme and a number of 42875mesh nodes discretizing the 3D system
guarantees an appropiate description at a reasonable computational cost. In order to preserve the accuracywe
modelQDs as hard-wall cuboids fitting exact numbers of nodes, so that the potential energy termdoes not
introduce any additional inaccuracy. This idealized geometry has been shown to capture the basic features of the
spin–orbit anisotropy of realistic InAs/GaAsQDs [11], while enabling a simple interpretation in terms of
symmetries, which is the goal of this work.

We useGaAsmaterial parameters, particularly electron effectivemass =m* 0.067, density ρ = −5310 kg m 3

, dielectric constant ϵ = 12.9r , piezoelectric constant = × −h 1.45 10 V m14
9 1, g-factor = −g 0.44 and sound

velocities = −c 4720 m sl
1 and = −c 3340m st

1. [33, 34] For the SOI constants, we take β = ÅeV27.58d
3 and

α = Åe5.026r
2
. [8] All simulations are carried out, unless otherwise stated, considering an axial electric field

= −E 10 kV cmz
1 and an in-planemagnetic field =∥B T1 .

3. Results and discussion

3.1. Geometry dependence
We investigate first the relaxation rate anisotropy for different dot geometries when applying an in-plane
magnetic field at different orientations. TheQDs considered have a basewith square ( =L nm80x , =L 80 nmy )
or rectangular ( =L 70 nmx , =L 90 nmy ) shape and various heights ranging from =L 10 nmz to =L 40 nmz .

Figure 2 shows the spin relaxation rate when only Rashba SOI is present. .1 ForQDswith square base the
relaxation rate is constant for anyϕB. In contrast, in rectangularQDs it presents an anisotropic behavior, where
themaximum (minimum) corresponds to amagnetic field oriented along the direction of weaker (stronger)
confinement. In both cases, T1 1 is independent of theQDheight and, for the sake of clarity, only results for

=L nm10z are included infigure 2.
Infigure 3(a), we analyze the spin relaxation in the only presence ofDresselhaus SOI forQDswith square

base. The relaxation rate for shortQDs ( =L 10 nmz ) is almost isotropic with the orientation of themagnetic
field. This is in sharp contrast with tallerQDs, where strong quenchings are found atϕ = 45B andϕ = 135B . On
the other hand, when theQDbase is rectangular, figure 3(b), onlymoderatemodulations of T1 1 are observed.
Again, the dependence onϕB is different depending on the dot height.When ∥B is oriented along the direction of
weaker confinement the relaxation isminimum forQDswith =L 10 nmz , but it changes into amaximum for

=L 20, 30, 40 nmz .

Figure 2.Electron spin relaxation rate as a function of the in-planemagneticfield orientationwhen only the Rashba SOI contribution
is included. QDs of 10 nmheight with rectangular (dotted line) and square base (solid line) are considered.

1
The relaxation is slower than in previous studies (e.g. [14, 21]) because in our cuboidal QDs there is no potential gradient, so the only

source of inversion asymmetry contributing to equation (2) is the (relatively weak) externalfieldE. The dependence onϕB wedescribe
below is however largely independent of the strength of thefield
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The preceding results reveal a strong sensitivity of the spin relaxation anisotropy to both theQD symmetry
(squared or rectangular) and theQDheight. Both factors can inducemajor, qualitative changes in the
anisotropy. To understand such a behavior, we consider that the relaxation rate is proportional to the degree of
spin admixture of the initial and final states of the transition,Ψi andΨf in (8) [32]. These states can be
approximated as:

Ψ ψ ψ ψ

Ψ ψ ψ ψ

≈ ↓ + ↑ + ↑
≈ ↑ + ↓ + ↓

c c

c c , (9)

i x
i

y
i

f x
f

y
f

000 100 010

000 100 010

whereψijk represents the electron orbital in the absence of SOI, with ijk the number of nodes in x, y and z,

respectively, while∣ ↑ 〉 (∣ ↓ 〉) represents parallel (antiparallel) spin alignment along the direction of the
magnetic field. For the analysis we can focus onΨi (analogous reasoning is valid forΨf ).Ψi ismostly a spin down
state, with a little SOI induced spin admixture with excited levels. Notice thatψ ∣ ↑ 〉000 does not contribute to the
spin admixture ofΨi because the parity symmetry in x and y prevents direct SOI couplingwithψ ∣ ↓ 〉000 . Thus,
the degree of spin admixture is essentially captured by the coefficients cx

i and cy
i , which can be estimated

perturbatively as:

ψ ψ

ε ε
= − ↑ ↓

−↑ ↓
c

H
, (10)x

i 100 SOI 000

100 000

and

ψ ψ

ε ε
= − ↑ ↓

−↑ ↓
c

H
. (11)y

i 010 SOI 000

010 000

The energy separations Δε ε ε= −↑ ↓x 100 000 and Δε ε ε= −↑ ↓y 010 000 do not varywithϕB. Thus, the origin of the
anisotropymust be sought in the SOImatrix elements.

We consider first Rashba SOI, i.e. =H H (0)RSOI
[001] . From (4) and parity considerations, it follows that, for

ϕ = 0B ,

α
σ ψ ψ

Δε
= ↑ ↓ =c E

p
c, 0 (12)x

i
r z

y x

x
y
i100 000

Figure 3.Calculated spin relaxation rate versusmagnetic field orientationϕB considering onlyDresselhaus SOI in (a) square and (b)
rectangular baseQDs.Different dot heights are studied: =L nm10z (solid black line), =L nm20z (blue dashed line), =L nm30z

(red dash-dotted line) and =L nm40z (green dotted line).
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while forϕ = 90B ,

α
σ ψ ψ

Δε
= =

↑ ↓
c c E

p
0, . (13)x

i
y
i

r z

x y

y

010 000

We see that depending on the orientation of themagnetic field the spin admixture is caused by the coupling
to a different excited state. ForQDswith square base Δε Δε=x y, and ψ ψ ψ ψ〈 ∣ ∣ 〉 = 〈 ∣ ∣ 〉p px y100 000 010 000 .

Consequently, the degree of spinmixing does not change atϕ = 0B andϕ = 90B , in agreement with the
isotropic T1 1observed infigure 2. Conversely, in rectangularQDswith stronger confinement in x, Δε Δε>x y.
Then, the admixture coefficients atϕ = 90B are larger than atϕ = 0B , which justifies the anisotropy observed in
figure 2.

The anisotropy of Dresselhaus SOI induced spin relaxation, shown infigure 3, can be understood in similar

terms.We split equation (3) as = +H H HD z xy
[001] , where β σ σ= −( )H p p pz d z y y x x

2 and

β σ σ σ σ= + = − + −( ) ( )H H H p p p p p pxy x y d x z z y y y x x z z
2 2⎡

⎣⎢
⎤
⎦⎥. Calculations using theseHamiltonians

independently show thatHz dominates for =L nm10z , in agreement with the usual practice of approximating
theDresselhaus SOI byHz in quasi-2D systems. If we perform a similar analysis forHz as the one carried out for
Rashba SOI, we find that coupling toψ010 andψ100 dominates atϕ = 0B andϕ = 90B , respectively. This is exactly
the opposite as for the Rashba SOI case, explaining the results obtained for =L nm10z QDs (seefigure 3(b)). As
theQDheight is increased, however,Hxy soon dominates overHz. Indeed, for =L nm20z it is already
dominant. Considering individuallyHx andHy it can be shown that they present opposite behaviors withϕB.Hx

produces amaximum (minimum) relaxation forϕ = 90B (ϕ = 0B ) andHy forϕ = 0B (ϕ = 90B ). This
dependence does not changewith the base shape and a stronger confinement in one direction only determines
which term,Hx orHy, prevails. In the rectangular dot offigure 3(b), <L Lx y soHx ismore important andwe
observe its angular dependence. Instead, when the dot base is squaredHx andHy cancel each other out at
ϕ = 45B andϕ = 135B , thus giving rise to the pronouncedminima of T1 1observed infigure 3(a).

To summarize this section, the spin relaxation anisotropy of [001] grownGaAsQDs is determined by the
spin admixture induced by SOI. This is qualitatively different in systemswhere Rashba orDresselhaus SOI terms
dominate. In the latter case, the anisotropy reflects whetherHz orHxy prevails. It turns out thatHxy is already
dominant for =L nm20z (height-to-base aspect ratio of 1:4), which points out at the early relevance of cubic
Dresselhaus terms in structures where 3D starts becoming important. In this case, the use ofQDswith
symmetric x–y confinement enables strong suppressions of the relaxation at certainmagnetic field orientations.

3.1.1. The influence of strongmagnetic fields
We study next the spin relaxation angular dependence in squareQDs under strongmagnetic fields. In such a
case, the orbital effects of themagnetic field are expected to play an important role, especially in tall systems.We
emphasize the need of a true 3D calculation to account for this effect, since it cannot be properly described using
2Dmodels [14].We calculate the relaxation rate for different values of themagnetic field up to =∥B T10 inQDs
with = =L L nm80x y and =L nm20z .

The impact of themagnetic field strength on the angular dependence through theRashba SOI is negligible
and not shown.We enclose infigure 4 the spin relaxation yielded by theDresselhaus SOI term only. Figure 4
shows that theminima of T1 1 atϕ = 45B andϕ = 135B is gradually removed for strongmagnetic fields. This
behavior can be understood in terms of the differential contribution ofHxy andHz, as pointed out previously.
ForQDswith =L nm20z and =∥B T1 ,Hxydominates andwe observe two pronouncedminima (see inset in
figure 4).When ∥B increases,Hz rises up and it becomes dominant at =∥B T10 , this being responsible for the
suppression of theminima. It is noteworthy tomention that an increase in the height of the dot enhances the
effects of themagnetic field but also diminishes the contribution ofHz to theHamiltonian. As a consequence, in
tallerQDs a balance of these two contributions will determinewhich term,Hxy orHz, dominates and, therefore,
the angular dependence of the spin relaxation.

3.2. In-plane confinement potential orientation
In this section, we investigate the impact of theQDorientationwith respect to the crystal host on the spin
relaxation. The rotation angleθz is defined as the angle between the [001] crystal direction and the x axis of the
dot, see inset offigure 5(a) for a schematic representation. All calculations are carried outwith themagnetic field

=∥B T1 oriented along the x axis of theQD and an axial electric field = −E 10 kV cmz
1.

Infigure 5(a), we plot the relaxation rate in the presence of Rashba SOI only forQDswith =L nm10z

(results for =L nm20z are identical and are omitted for clarity).Wefind that T1 1 is not affected by changes in
the dot orientation. This result is as expected since (4) does not depend onθz .
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For theDresselhaus SOI case instead,figure 5(b) shows a strong dependence of T1 1on the confinement
potential rotation. In particular, one can see some specific rotation angles,θ = 0, 45, 90z , where the spin
relaxation is reduced by 4–5 orders ofmagnitude as compared to others. This behavior can be understood from
the formof theHamiltonian in (5). TheDresselhaus SOI presents a θ2 z dependence, with half of the terms
multiplied by θsin 2 z and the other half by θcos 2 z . Therefore, thefirst part of (5) cancels forθ = 45z and the
second part forθ = 0z andθ = 90z . This suppresses some of the SOI coupling channels, giving rise to slower
relaxation rates than for intermediate angles.

It is noteworthy tomention that the dependence onθz originates inHxy, withHz remaining isotropic, see
figure 5(b) inset. This highlights the important role of the cubic terms of theDresselhaus SOIHamiltonian in
GaAsQDs. As amatter of fact, the inset shows that even in the shortest QDs ( =L nm10z ), save for the vicinity of

Figure 4. Spin dynamics of a squareQDof =L nm20z as a function ofϕB for differentmagneticfield intensities: =∥B T1 (black solid
line), =∥B T2 (blue dashed line), =∥B T5 (red dash-dotted line) and =∥B T10 (green dotted line). Only the presence ofDresselhaus
SOI is considered. The inset shows the spin relaxation for =∥B T1 when considering the full DresselhausHamiltonian

= +H H HD xy z (solid line), and also the partial contributions ofHxy (dashed line) andHz (dotted line).

Figure 5. Spin relaxation rate as a function of the dot orientationθz for square baseQDswith =L nm10z (black solid curve) and
=L nm20z (blue dotted curve). Results are shown for (a) pure Rashba SOI and (b) pureDresselhaus SOI. The in-planemagneticfield
=∥B T1 is oriented along the dot x axis (ϕ = 0B ). The inset in (a) illustrates a representation of the system and the definition of the

rotation angle. The inset in (b) shows the relaxation due toHxy andHz in the =L nm10z dot.
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the ‘magic’ rotation angles (θ = 0, 45, 90z ) themain contribution to the relaxation rate does not come fromHz

but fromHxy.
These results are robust against changes in theQDgeometry, such as height and base shape, which do not

modify the qualitative trend. In particular, theminimumatθ = 45z remains unalteredwhile theminima at
θ = 0z andθ = 90z are only slightly shifted in rectangularQDs.

Recent experiments by Scarlino and co-workers have also explored spin relaxation anisotropy ofGaAsQDs.
[22] For their specificQD, they observed a periodicity of 180 degrees inϕB, with a ‘magic’ angle near [110]. Both
the periodicity and the relaxation suppressionwere explained assumingRashba andDresselhaus SOI terms had
roughly the sameweight and theQDwas strongly elongated in one direction. It was shown that the deviation
from the [110] direction could arise from the values ofθz and theRashba toDresselhaus SOI strength ratio,
which are unknown for their sample. Here we generalize this study by consideringQDswith different in-plane
shape, from square (Lx=Ly) to strongly elongated ( ≪L Lx y), and include the cubicDresselhaus termswhich are
missing in their analysis.We set Rashba SOI to be as strong as the linear (Hz)Dresselhaus termby setting
α β= 〈 〉p Er d z z

2 . The results are shown infigure 6.

One can see that for the strongly elongatedQD, =L nm150y , the ‘magic’ angleϕB
min takes placewhen the

magnetic field points approximately along[110](ϕ θ≃ −45B z
min ). This is consistent with the estimates of

Scarlino et al (figure 4(a) in [22]). The small deviations from[110](dashed grey line infigure 6) are atributed to
the influence of the cubicDresselhaus terms. As theQDelongation is reduced, the anisotropy evolves towards a
completely different limit, which is reached for the squareQD, =L nm80y . In this case, themagic angle remains

at[110]forθ = 0, 45, 90z , but it rapidly deviates for any otherθz . For θ< <0 45z it switches to[110]

(ϕ θ≃ −135B z
min ), while for θ< <45 90z it switches to[110](ϕ θ≃ − −45B z

min ). The origin of this distinct
behavior is the same discussed infigure 5(b) inset. Namely, when the x axis of the dot does not coincide with
[100], [110] or [010], DresselhausHxy terms take overHz ones. This breaks the balance betweenRashba andHz

Dresselhaus SOI described in [22]. Because statistically QDs are likely to be tilted fromθ = 0, 45, 90z , it follows
that cubicDresselhaus terms can induce severe deviations from the spin–orbit anisotropy described in the
experiment if theQDs are not strongly elongated.

3.3. Effect of an additional in-plane electricfield
Wenext explore the influence of applying an in-plane electric field on the spin relaxation anisotropy.We
consider the squaredQDof section 3.1with =∥B T1 and = −E 10 kV cmz

1, but nowwe add an additional

electric field component =∥ −E kV cm10 1. Calculations are performed rotating the in-plane electric field for
some fixedmagnetic field orientations.

Infigures 7(a) and (b), we present the relaxation rate obtained for pure Rashba and pureDresselhaus SOI,
respectively, at four differentϕB values. Themost remarkable finding is that T1 1 is increased by several orders of
magnitude in comparisonwith the case with only axial electric field (figures 2 and 3), although strong
suppressions showup at some specific combinations ofϕB andϕE . For Rashba SOI the combination is
ϕ ϕ− = 90, 270B E and forDresselhaus SOIϕ ϕ+ = 0, 180B E . Changes in theQDgeometry do notmodify
significantly the qualitative results shown in figure 7. Only small displacements of the cancellation angles and the
moderation of someminima occur.

The influence of the in-plane electricfield can be explained from the fact that ∥E breaks the parity symmetry
in the directionϕE . This enables the otherwise forbidden SOI coupling between the Zeeman sublevelsψ ∣ ↑ 〉000

Figure 6. ‘Magic’ angle as a function of the dot orientation θz for aQDwith =L nm10z , =L nm80x and various Ly: =L nm80y

(black solid line), =L nm90y (blue dashed line), =L nm110y (red dash-dotted line) and =L nm150y (green dotted line). The grey
dashed lines correspond toϕB pointing along[110],[110]and[110]direction for eachθz .

8

New J. Phys. 17 (2015) 033014 CSegarra et al

200 Publications



andψ ∣ ↓ 〉000 inΨi andΨf (recall section 3.1). Since these states are very close in energy, the ensuing spin
admixture is important, which justifies the large enhancement of T1 1. In order to understand theminimawe
carry out a similar perturbative analysis to that of section 3.1 but now focusing on the coupling between the two
ψ000 sublevels. Let us consider first theDresselhaus SOI term. Assuming ≈H HD z

[001] (as is the case for quasi-2D
QDs andθ = 0z ), theϕ = 0B matrix element is:

ψ ψ β σ ψ ψ↑ ↓ = ↓ ↑H p p . (14)z d y z y000 000 000
2

000

The integral of the orbital part in (14) vanishes whenϕ = 0E because of the odd parity along y, but other
orientations of the electric field break the parity symmetry in the y direction and then T1 1 increases, as seen in
figure 7(b) (black line). Similar reasoning shows that forϕ = 90B the parity-inducedminimumoccurs at
ϕ = 90E . For intermediatemagnetic field angles, however, theminimumno longer takes placewhen ∥∥E B.
Indeed, forϕ = 45B , theminimum is found atϕ = 135E ( ⊥∥E B). To explain this, it is convenient to rotate the
coordinate system 45 degrees from (x,y) into ′ ′x y( , ) so that the x′ axis is alignedwith the direction ofB. As
inferred from (5), the resulting SOI term is β σ σ= ′ + ′′ ′H p p p( )z d z y x x y

45 2 and thematrix element becomes:

ψ ψ β σ ψ ψ↑ ↓ = ↓ ↑ ′′H p p . (15)z d y z y000
45

000 000
2

000

This integral vanishes due to the odd parity in x′when ∥E is parallel to the y′ axis, i.e. whenϕ = 135E in the initial
coordinate frame, in agreementwith figure 5(b).

Theminima in the presence of Rashba SOI can be explained in similar terms, but becauseHR
[001] has

rotational symmetry, see equation (4), it does not changewhen rotating the coordinate system. Then, the
minima always take place for ⊥∥E B.

To summarize this section, the presence of in-plane electric fields greatly enhances spin relaxation due to the
lowered orbital symmetry, but the anisotropy of both Rashba andDresselhaus SOImakes it possible tofind
relative angles between ∥E andB such that the relaxation is severely reduced.

3.4. [111]GrownQDs
Infigure 8we plot the spin relaxation rate for the squaredQD studied in section 3.1, but now considering the dot
is grown along the [111] crystal direction. In general, faster relaxation rates are obtained for this orientation as
compared to the [001] grownQDs. Interestingly, we observe the same angular dependence for both Rashba SOI
(figure 8(a)) andDresselhaus SOI (figure 8(b)). Bothmechanisms show strong suppressions atϕ = 135B and
ϕ = 315B . However, when increasing LzRashba andDresselhaus SOImechanisms show opposite behaviors and

Figure 7.Electron spin relaxation as a function of the in-plane electric field orientationϕE considering (a) only Rashba SOI and (b)
onlyDresselhaus SOI. TheQDs studied have square base and =L nm10z . Calculationswith themagnetic field oriented at somefixed
angles are presented:ϕ = 0B (black solid line),ϕ = 30B (blue dashed line),ϕ = 45B (red dash-dotted line) andϕ = 90B (green dotted
line).
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T1 1 increases and decreases, respectively. Therefore, the dot height determines which of the coupling
mechanisms dominates.

The cancellation angles of the relaxation infigure 8 can be justified noting that the canonicalmomenta
 ϕ= − +p i zBd d sinx x B and  ϕ= − −p i zBd d cosy y B have exactly the same form forϕ = 135B and

ϕ = 315B since Lx= Ly. As a result, thefirst term in (6) and several terms in (7) cancel out, yielding two sharp
minima in the scattering rate curve.

The identical anisotropy of Rashba andDresselhaus SOI induced spin relaxation in [111]QDs revealed by

figure 8, which is a consequence of the formal equivalences betweenHR
[111] andHD

[111] , [35], facilitates in practice
the simultaneous quenching of bothmechanisms. Formagnetic fields where hyperfine interaction is negligible
and square dots, this should lead to spin lifetimes in the range of seconds.We have further checked that changes
in theQDbase shape do notmodify the qualitative behavior reported above, theminima being only slightly
shifted for rectangular dots underDresselhaus SOI.

4. Conclusions

Wehave investigated systematically the electron spin scattering anisotropy in 3D cuboidal GaAsQDs grown
along the [001] and [111] directions.We have shown that the relaxation rate can be controlled by several orders
ofmagnitude by varying the in-plane orientation of externalmagnetic and electric fields.

In [001] grownQDs under an axial electricfield, the spin relaxation in-plane anisotropy is strongly
dependent on theQDgeometry and the nature of the dominating SOI term. For Rashba SOI, the relaxation is
isotropic or anisotropic when the base is squared and rectangular, respectively, and it is not affected by changes
in theQDheight. On the other hand, forDresselhaus SOI, the relaxation presents a different behavior depending
not only on the base shape, but also on theQDheight. In fact, short and tall dots can even show contrary angular
dependence, evidencing the important role ofQD3D. In addition, we have demonstrated that the isotropic/
anisotropic behavior can be controlled by changing themagnetic field strength.

We have also shown that rotating the confinement potential in-planewith respect to the crystal structure
causes an importantmodulation of the spin relaxation, that is severely suppressedwhen the high symmetry
directions of theQD confinementmatch themain crystallographic axes. Thismodulation arises from the cubic
Dresselhaus terms, which are important even for small heights. Such terms can explain the deviation of the slow
spin relaxation direction of themagnetic field away from [110], asmeasured in very recent experiments [22], for
strongly elongatedQDs. For less elongated structures they can even switch it to[110]or[110].

Figure 8.Electron spin dynamics of squareQDs grown along the [111] crystallographic direction as a function of themagnetic field
orientation. Simulations considering (a) the Rashba SOI and (b) theDresselhaus SOI are included for threeQDheights: =L nm10z

(black solid curve), =L nm20z (blue dashed curve) and =L nm30z (red dotted curve).
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An additional in-plane electric field component causes a strong increase in the relaxation rate, but certain
combinations ofϕB andϕE lead to enhanced spin lifetimes.Wefind that these combinations are different for
Rashba,ϕ ϕ− = 90, 270B E , andDresselhaus SOI,ϕ ϕ+ = 0, 180B E .

We have further studiedQDs grown along the [111] direction.We have found that Rashba andDresselhaus
SOI present the same angular dependencewithϕB, with pronouncedminima at certainmagnetic field
orientations. This enables simultaneous suppression of Rashba andDresselhaus SOI induced spin relaxation,
which is an advantadge as compared tomore conventional [001] grownQDs.
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Abstract. We study the effect of valence band spin–orbit interactions (SOI)
on the acoustic phonon-assisted spin relaxation of holes confined in quantum
dots (QDs). Heavy hole–light hole (hh–lh) mixing and all the spin–orbit terms
arising from zinc-blende bulk inversion asymmetry (BIA) are considered on
equal footing in a fully three-dimensional Hamiltonian. We show that hh–lh
mixing and BIA have comparable contributions to the hole spin relaxation in
self-assembled QDs, but BIA becomes dominant in gated QDs. Simultaneously
accounting for both mechanisms is necessary for quantitatively correct results
in quasi-two-dimensional QDs. The dependence of the hole spin relaxation on
the QD geometry and spin splitting energy is drastically different from that
of electrons, with a non-monotonic behavior which results from the interplay
between SOI terms. Our results reconcile contradictory predictions of previous
theoretical works and are consistent with experiments.
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1. Introduction

Over the last few years, the spin of holes confined in III–V semiconductor quantum dots (QDs)
has emerged as a promising building block for spintronic and spin-based quantum information
devices [1]. As compared to electrons, the p-like nature of the hole orbitals leads to weaker
hyperfine interaction with the lattice nuclei, resulting in coherence times which hold promise
for applications [2–7]. As a matter of fact, demonstrations of hole spin manipulation in QDs
have been recently reported [8–10] and theoretical proposals of control mechanisms are being
proposed [11–14]. In this context, the study of hole spin relaxation has become a subject of
interest. Hole spin relaxation is also important for optical applications because it is believed to
rule the exciton spin dynamics in both dark-to-bright exciton transitions [15–18], which affect
exciton storage times [19–21], and transitions within the bright doublet [22], which affect light
depolarization [17].

Experimental observations in self-assembled InAs QDs point at hole spin lifetimes ranging
from T h

1 ∼ 10 ps to 1 ms [2, 23–26]. The large dispersion is partly attributed to the different
relaxation mechanisms involved in different studies. When the energy splitting between
orthogonal spin states is small, hyperfine interaction is the dominant relaxation channel [16, 27].
In this case, the lifetime is strongly dependent on the degree of hh–lh mixing. If the hole state
is a pure hh, as in the ground state of flat (quasi-two-dimensional (2D)) QDs, the hyperfine
interaction takes an Ising form and spin relaxation is slow, but it rapidly increases in non-flat
QDs due to hh–lh mixing [1, 7]. On the other hand, when the energy splitting exceeds the
nuclear magnetic field, the valence band spin–orbit interaction (SOI) takes over as the main
source of relaxation [16, 27]. Long hole spin lifetimes have then been observed, reaching up
to T h

1 ∼ 0.25 ms, which is only five to ten times shorter than electron spin lifetimes, T e
1 [26].

This result is encouraging for the use of holes in quantum information and optical applications,
but it is surprising because the valence band SOI is known to be much stronger than that of the
conduction band [28].

The above paradox has prompted a number of theoretical works trying to understand which
factors determine the relaxation dynamics of single holes under magnetic fields [29–33] and
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that of holes forming excitons [15, 22, 34, 35] in quasi-2D InAs/GaAs QDs. For the relaxation
to take place one needs a source of energy relaxation, which in these systems is provided by
the acoustic phonon bath [23, 24], plus a source of spin admixture. Woods et al [29] and Lu
et al [30] proposed that the latter is the coupling between hh and lh subbands. Other authors have
suggested instead that the splitting between hh and lh subbands in flat QDs is large owing to
confinement and strain, so that spin admixture must be due to other SOI mechanisms. It was then
proposed that hole SOI should have an origin similar to that of conduction electrons, namely
the bulk inversion asymmetry (BIA) of zinc-blende crystals, which gives rise to Dresselhaus
SOI terms [28]. Bulaev and Loss assumed that the cubic-in-k Dresselhaus term is dominant and
showed that T h

1 could then become comparable to T e
1 in flat QDs [31]. Other studies followed

this assumption and succeeded in explaining some experimental observations [15, 26, 32]. By
contrast, Tsitsishvili et al [35] suggested that if the lateral confinement is weak, it is the linear-
in-k term that dominates the mixing. Last, Roszak et al [34] suggested that for holes forming
excitons, it is the electron–hole (e–h) exchange interaction together with the strain that gives
rise to hole spin admixture.

It is worth noting that all the previous works assumed a dominating SOI mechanism
without actually comparing it with others. In addition, simplified models disregarding hh–lh
mixing become highly parametric, and different parameters were needed to explain different
experimental observations even in the same system [15, 26, 32]. The lack of a comprehensive
study translates into many open questions which show that hole spin relaxation in QDs is still
not fully understood. To name a few: (i) while Woods et al [29] predict that T h

1 decreases with
the QD diameter, Lu et al [30] predict exactly the opposite behavior; (ii) Bulaev and Loss [31]
predicted T h

1 > T e
1 in the limit of 2D QDs, but experiments on self-assembled QDs have only

shown T e
1 /T h

1 = 5 − 10 [26], so that one wonders if any realistic QD structure would actually
permit holes relaxing slower than electrons; (iii) in excitons, the role of e–h exchange energy
is not clear: while experiments with self-assembled QDs have shown negligible dependence of
T h

1 [24], a strong dependence has been found in colloidal quantum rods [36].
In this work, we aim at covering the existing gap in the understanding of hole spin

relaxation in QDs. We study the hole spin dynamics considering simultaneously the most
relevant intrinsic SOI terms of III–V QDs, namely hh–lh mixing and all the different
Dresselhaus SOI terms arising from the BIA of zinc-blende crystals, along with the
hole–acoustic phonon coupling. All the terms are described within a four-band k · p formalism
and three-dimensional (3D) Hamiltonians, which allows us to provide a general overview on the
effect of the QD size and geometry dependence while relying on well-known bulk parameters
only. In this way, we are able to establish the regime of validity of previous studies which
assumed a single dominating SOI mechanism. Furthermore, we explore spheroidal QDs beyond
the usual quasi-2D limit, thus providing theoretical assessment for developing experimental
research with spherical and prolate QDs [18, 36].

We find that hh–lh is the main SOI channel in prolated or spherical QDs, but Dresselhaus
SOI has a comparable contribution in oblated QDs (such as self-assembled dots), and it becomes
dominant in quasi-2D QDs with very weak confinement (as in electrostatically confined dots).
The competition between SOI coupling terms and the energy splitting between hh and lh
leads to a non-monotonic dependence of T h

1 with the QD geometry, in sharp contrast with
the well-known case of electrons. This explains the opposite trends reported by different
theoretical studies in the literature. The dependence of T h

1 on the e–h exchange energy
we predict is consistent with experiments on colloidal nanorods [36], but it suggests that
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two-phonon processes are relevant in self-assembled QDs. In prolate QDs, where the ground
state is formed by lh, the spin relaxation is shown to take place in similar timescales as for
transitions between hh states. However, the coupling to acoustic phonons is different, with
deformation potential interaction being the main mechanism even for vanishing spin splitting
energy.

2. Theoretical model

We study the spin relaxation of holes confined in zinc-blende QDs grown along the [001]
direction. The hole spin states are considered split energetically, for example by the e–h
exchange interaction in excitons or any other source that can be viewed as an effective axial
magnetic field. Thus, similar results can be expected for transitions between Zeeman sublevels
under moderate external magnetic fields.

2.1. Hamiltonian

The system Hamiltonian reads

H = Hh + Hph + Hh–ph. (1)

In equation (1), Hh is the hole Hamiltonian

Hh = HL + HBIA + VQD I + HZ , (2)

where HL is the four-band Luttinger Hamiltonian describing the coupled hh–lh bands [37]. It
includes quadratic terms in k only:

HL =
1

m0

[(
γ1 +

5

2
γ2

)
k2

2
− γ2(k

2
x J 2

x + k2
y J 2

y + k2
z J 2

z )

−2γ3({kx , ky}{Jx , Jy} + {ky, kz}{Jy, Jz} + {kz, kx}{Jz, Jx})

]
, (3)

where m0 is the free electron mass, γi are the Luttinger parameters, k j = −i h̄ ∂ j the j
component of the linear momentum, {A, B} =

1
2(AB + B A) and Ji is the i th component of

the angular momentum corresponding to the quantum number J = 3/2. To obtain the matrix
representation of this Hamiltonian we multiply the first term of equation (3) by the 4 × 4 unit
matrix and employ the standard matrix representation of the J = 3/2 components of the angular
momentum [38]. We finally obtain

HL =


P + Q −S R 0

−S† P − Q 0 R

R† 0 P − Q S

0 R† S† P + Q

 (4)

with

P =
1

2 m0
γ1

(
k2

x + k2
y + k2

z

)
, (5)

Q =
1

2 m0
γ2

(
k2

x + k2
y − 2k2

z

)
, (6)
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ωzhh

(a) (b)

ω

Figure 1. Geometry of QDs with varying lateral (a) and vertical (b) confinement
frequency.

R =
1

2 m0

[
−

√
3 γ2 (k2

x − k2
y) + 2 i

√
3 γ3 kx ky

]
, (7)

S =
1

2 m0
2

√
3 γ3 (kx − i ky) kz. (8)

HBIA includes the linear and the Dresselhaus SOI third order in k terms [28]:

HBIA =
2

√
3

Ck [kx {Jx , J 2
y − J 2

z } + cp] + b41 ({kx , k2
y − k2

z } Jx + cp) + b42 ({kx , k2
y − k2

z } J 3
x + cp)

+b51 ({kx , k2
y + k2

z } {Jx , J 2
y − J 2

z } + cp) + b52 (k3
x {Jx , J 2

y − J 2
z } + cp), (9)

where Ck , b41, b42, b51 and b52 are material-dependent coefficients and cp stands for cyclic
permutations of the preceding terms. The matrix form of the Hamiltonian terms above is given
in the appendix. One can note that all BIA terms provide direct mixing between hh spin-up and
spin-down (Jz = +3/2 and −3/2) components except for b41, which requires the participation
of the lh (Jz = +1/2 and −1/2) components. Rashba SOI is neglected in this study because it is
an extrinsic effect, which depends on the details of the electric field felt by the system. Besides,
for holes it couples energetically distant states so that, under moderate external fields, it is less
efficient than Dresselhaus SOI [31]. VQD describes the confining potential of the QD. We model
QDs with parabolic confinement in the x, y and z directions:

VQD = −
1
2 χ⊥ (x2 + y2) −

1
2 χzz2, (10)

where χ⊥ and χz are the force constants perpendicular and parallel to the growth direction,
respectively. Equation (10) allows us to simulate 3D spheroidal QDs with different aspect
ratios, from flat (quasi-2D) to spherical or elongated (quasi-one-dimensional (1D)) structures,
see figure 1. HZ is the Hamiltonian modeling the splitting of the hole states by an effective axial
magnetic field, three times larger for heavy (|Jz| = 3/2) than for light holes (|Jz| = 1/2). This
field could originate, e.g. from the e–h exchange interaction [34] or a spin Zeeman effect. Then,
we assume that

HZ =
1

2


1 0 0 0

0 1
3 1 0 0

0 0 −
1
3 1 0

0 0 0 −1

 . (11)
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To calculate the hole states from Hh, we note that the diagonal terms correspond to harmonic
oscillator Hamiltonians:

P + Q + VQD = Thh,⊥ −
1
2 χ⊥ (x2 + y2) + Thh,z −

1
2 χz z2 (12a)

and
P − Q + VQD = Tlh,⊥ −

1
2 χ⊥ (x2 + y2) + Tlh,z −

1
2 χz z2, (12b)

where Ti, j =
h̄2

2 mi
j
k2

j , with i = (hh, lh), j = (⊥, z), k⊥ = (k2
x + k2

y)
1/2, mhh

⊥
= m0/(γ1 + γ2),

mhh
z = m0/(γ1 − 2γ2), m lh

⊥
= m0/(γ1 − γ2) and m lh

z = m0/(γ1 + 2γ2). This suggests rewriting
all derivatives and coordinates of Hh in terms of harmonic oscillator ladder operators
and then projecting it onto a basis formed by oscillator eigenstates. The problem is that
equation (12a) has hh masses while equation (12b) has lh masses, and hence they have different
oscillator frequency, ωi

j = (χ j/mi
j)

1/2. Because the off-diagonal terms of HL couple hh and lh
components, it is convenient to use a single kind of oscillator state, e.g. hh state. This can be
done by rewriting equation (12b) in terms of the hh harmonic oscillator Hamiltonians:

P − Q + VQD =
γ1 − γ2

γ1 + γ2
Hhh,⊥ −

γ2

γ1 + γ2
χ⊥ (x2 + y2) +

γ1 + 2γ2

γ1 − 2γ2
Hhh,z +

2γ2

γ1 − 2γ2
χz z2, (13)

where Hhh,⊥ = Thh,⊥ − χ⊥ (x2 + y2)/2 and Hhh,z = Thh,z − χz (z2)/2. The resulting hole states
are Luttinger spinors of the form

|9h
m〉 =

∑
r,Jz

cm
r,Jz

|vx , vy, vz〉 |3/2, Jz〉, (14)

where v j = 0, 1, 2 . . . is the quantum number of the 1D hh harmonic oscillator along the j
direction, r is the combined orbital quantum number, r = (vx , vy, vz) and |3/2, Jz〉 the Bloch
function.

Hph in equation (1) is the Hamiltonian of acoustic phonons, given by Hph =∑
q λ h̄ ωq λ a†

q λ aq λ, with ωq λ standing for the phonon energy spectrum of branch λ (λ = l, t1,
t2 for longitudinal and the two transversal phonon modes) and momentum q. We restrict to low
phonon energies, where the linear dispersion regime applies, ωqλ = cλ q , with cλ as the phonon
velocity.

Hh–ph is the hole–phonon interaction

Hh–ph = e φpz I + Hdp, (15)

where e is the hole charge, φpz the piezoelectric potential and Hdp the deformation potential term.
These are the two relevant scattering mechanisms at low temperatures [30]. The piezoelectric
potential is given by [39]

φpz =

∑
λ

φλ
pz = −

∑
λ q

4π i

εr q2
h14

(
qx ελ

yz + qy ελ
zx + qz ελ

xy

)
, (16)

where εr is the relative dielectric constant, h14 is the piezoelectric constant and εi j is the strain
tensor component. On the other hand, the deformation potential term is given by the Bir–Pikus
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strain Hamiltonian:

Hdp =

∑
λ


pλ + qλ

−sλ rλ 0

−(sλ)† pλ
− qλ 0 rλ

(rλ)† 0 pλ
− qλ s

0 (rλ)† (sλ)† pλ + qλ

 , (17)

where

pλ
= −a (ελ

xx + ελ
yy + ελ

zz), (18)

qλ
= −

b

2
(ελ

xx + ελ
yy − 2ελ

zz), (19)

rλ
=

√
3

2
b (ελ

xx − ελ
yy) − i d ελ

xy, (20)

sλ
= −d(ελ

zx − i ελ
yz). (21)

Here a, b and d are the valence band deformation potential constants.
The components of the strain tensor are rewritten using normal-modes coordinates [29]

ελ
i j = −

i

2

∑
q

U λ(q) (ηi
λ(q) q j + η

j
λ(q) qi)F(q, r), (22)

where F(q, r) = (e−iqr a+
q + eiqr aq) and U λ(q) =

√
h̄/2 ρ V ωq λ, with ρ and V standing

for the crystal density and volume. ηλ(q) are the phonon polarization vectors: ηl(q) =

(qx , qy, qz)/q, ηt1(q) = (qx qz, qy qz, −q2
⊥
)/q q⊥ and ηt2(q) = (qy, −qx , 0)/q⊥, with q⊥ =√

q2
x + q2

y . The piezoelectric potential now reads

φl
pz= −

12 π h14

εr
U l(q)

∑
q

qxqyqz

q3
F(q, r),

φt1
pz=−

4 π h14

εr
U t(q)

∑
q

qxqy (2q2
z − q2

⊥
)

q3 q⊥

F(q, r), (23)

φt2
pz= −

4 π h14

εr
U t(q)

∑
q

qz (q2
y − q2

x )

q2 q⊥

F(q, r).

In turn, the deformation potential operators become

pl
= i a U l(q)

∑
q

q F(q, r),

q l
= i

b

2
U l(q)

∑
q

(
q − 3

q2
z

q

)
F(q, r),

r l
= −i U l(q)

∑
q

(√
3

2
b

q2
x − q2

y

q
− id

qx qy

q

)
F(q, r),

s l
= i d U l(q)

∑
q

qz (qx − i qy)

q
F(q, r)

(24)
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for longitudinal phonons,

pt1
= 0,

q t1
= i

b

2
U t(q)

∑
q

(
3 qz q⊥

q

)
F(q, r),

r t1
= −i U t(q)

∑
q

(√
3

2
b

qz (q2
x − q2

y)

q q⊥

− id
qx qy qz

q q⊥

)
F(q, r),

s t1
= i

d

2
U t(q)

∑
q

(q2
z − q2

⊥
) (qx − i qy)

q⊥ q
F(q, r)

(25)

for transversal t1 phonons and

pt2
= 0,

q t2
= 0,

r t2
= −i U t(q)

∑
q

(
√

3b
qx qy

q⊥

− i
d

2

q2
y − q2

x

q⊥

)
F(q, r),

s t2
= −

d

2
U t(q)

∑
q

qz (qx − i qy)

q⊥

F(q, r)

(26)

for transversal t2 phonons.

2.2. Relaxation rate

We calculate the spin relaxation from an initial hole state |9h
i 〉, with energy Eh

i , to a final
hole state |9h

f 〉, with energy Eh
f . The relaxation rate is estimated with a Fermi golden rule. We

consider zero temperature, so that there is no phonon absorption. After integrating over phonon
degrees of freedom, the rate is given by

τ−1
i→f =

2π

h̄

∑
λ,q

∣∣∣〈9h
f |H

λq
h–ph |9h

i 〉

∣∣∣2 δ(1Efi + h̄cλq). (27)

Here Hλq
h–ph is the hole–phonon interaction Hamiltonian, equation (15), but for a fixed phonon

branch λ and momentum q, and 1Efi = Eh
f − Eh

i . It can be seen from equations (23)–(26) that
all the terms of Hλq

h–ph contain a factor which depends on q only and F(q, r), which depends on

spatial coordinates as well. Thus, when expanded, the matrix element 〈9h
f |H

λq
h–ph |9h

i 〉 takes the
form

〈9h
f |H

λq
h–ph |9h

i 〉 =

∑
J ′

z ,Jz,r ′,r

(cf
r ′,J ′

z
)∗ ci

r,Jz
Mλ

J ′
z ,Jz

(q) Gr ′,r(q), (28)

where Gr,r ′(q) = 〈r ′
| e−iqr

|r〉 and Mλ
J ′

z ,Jz
(q) gathers the q-dependent factor of the Hλq

h–ph term
coupling Jz and J ′

z . Gr,r ′(q) is calculated analytically using iterative procedures as described
in [40]. The sum over q in equation (27) is then carried out using numerical integration. To this
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Table 1. Parameters used in the numerical calculations for InAs (left column)
and GaAs (right column) QDs. GaAs parameters are used for the matrix in both
cases. e−, h+ and ph stand for electron, hole and phonon.

Parameter Symbol InAs GaAs

e− mass (m0) me 0.026 0.067 [41]
h+ Luttinger param. γ1 20 6.98 [41]
h+ Luttinger param. γ2 8.5 2.06 [41]
h+ Luttinger param. γ3 9.2 2.93 [41]
e− deformation pot. (eV) ac −5.08 −7.17 [41]
h+ deformation pot. (eV) a 1.0 1.16 [41]
h+ deformation pot. (eV) b −1.8 −2.0 [41]
h+ deformation pot. (eV) c −3.6 −4.8 [41]
e− BIA coeff. (eV Å3) bc

41 27.18 27.58 [28]
h+ BIA coeff. (eV Å) Ck −0.0112 −0.0034 [28]
h+ BIA coeff. (eV Å3) b41 −50.18 −81.93 [28]
h+ BIA coeff. (eV Å3) b42 1.26 1.47 [28]
h+ BIA coeff. (eV Å3) b51 0.42 0.49 [28]
h+ BIA coeff. (eV Å3) b52 −0.84 −0.98 [28]
Longitudinal ph speed (m s−1) cl 4720 4720 [41]
Transversal ph speed (m s−1) ct 3340 3340 [41]
Crystal density (kg m−3) ρ 5310 5310 [41]
Piezoelectric coeff. (V cm−1) h14 3.5 × 106 1.45 × 107 [49]

end, it is convenient to use spherical coordinates, as the modulus q is fixed by the resonance
condition and we are left with a 2D integral.

Calculations are carried out for InAs QDs embedded in a GaAs matrix. When differences
are expected, we also calculate GaAs QD embedded in an AlxGa1−xAs matrix. Table 1
summarizes the parameters we use. The parameters correspond to the QD material, except for
the crystal density and velocity of sound, which correspond to the matrix material because
we assume bulk phonons (for simplicity, for AlxGa1−xAs we assume x → 0 and use GaAs
phonon parameters). For the dielectric constant, an average value of εr = 12.9 is taken all over
the structure. The basis used to solve Hamiltonian (1) contains all the hh oscillator eigenstates
with the quantum numbers vx , vy < 13 and vz < 9.

3. Numerical results and discussion

We shall start this section by describing the dependence of the hole spin lifetime on the QD
geometry and the spin splitting magnitude (section 3.1). The influence of each parameter can be
understood by analyzing the spin admixture mechanisms, as we show in section 3.2. Next, in
section 3.3, we study the effect of the ground state changing from mainly hh character, which is
the case addressed in most previous studies, to mainly lh character. This transition is observed
in QDs with large aspect ratio [42–45]. Last, in section 3.4, we compare the role of deformation
potential and piezoelectric potential interactions in determining the efficiency of hole–phonon
coupling.
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Figure 2. Hole (red solid line) and electron (blue dotted line) spin lifetime in
InAs QDs, as a function of the lateral confinement (a), vertical confinement
(b)–(c) and spin splitting energy (d). The inset in (b) compares T h

1 for InAs
and GaAs. (a) h̄ωhh

z = 50 meV, h̄ωe
z = 179 meV, 1 = 0.4 meV. (b) h̄ωhh

⊥
=

20 meV, h̄ωe
⊥

= 23.2 meV, 1 = 0.4 meV. (c) h̄ωhh
⊥

= 5 meV, h̄ωe
⊥

= 5.8 meV,
1 = 0.4 meV. (d) h̄ωhh

⊥
= 20 meV and h̄ωhh

z = 50 meV (red solid line); h̄ωe
⊥

=

23.2 meV and h̄ωe
z = 179 meV (blue dotted line); h̄ωhh

⊥
= 40 meV and h̄ωhh

z =

5 meV (red dashed line).

3.1. Geometry and spin splitting dependence

Solid lines in figure 2 show the hole spin lifetime as a function of the QD geometry and the spin
splitting energy of InAs QDs. For comparison, we also plot the electron spin lifetimes (dotted
lines). The latter have been calculated using the same formalism as for holes but adapted for
single-band conduction electrons [40]. Both electrons and holes are assumed to be confined
in the same QD, hence they share the same force constants but have different confinement
frequencies. One can see immediately in the figure that the behavior of holes differs drastically
from the well-known case of electrons. Below we summarize the influence of each parameter.

Figure 2(a) shows the spin lifetime dependence on the lateral confinement in QDs with
strong vertical confinement. T e

1 increases monotonically with ω⊥. This is because, as we
approach the spherical confinement regime (ωe

z = ωe
⊥

), the Dresselhaus SOI of electrons is
gradually suppressed [40]. No such trend is however observed for holes, as HBIA does not cancel
out even if the confinement is isotropic. As a matter of fact, T h

1 shows an evident non-monotonic
behavior, with a minimum at ωhh

⊥
= 28 meV and increasing away from it. It is worth noting that

a previous study by Woods et al [29] predicted T h
1 to decrease with the QD diameter, while a

similar study by Lu et al [30] for somewhat larger QDs predicted the opposite trend. Figure 2(a)
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shows that both predictions are conciliable, corresponding to the right and left sides of the T h
1

minimum, respectively. The origin of the different trends will be discussed in section 3.2.
Figures 2(b) and (c) show the spin lifetime dependence on the vertical confinement in

QDs with moderately strong and weak lateral confinement, respectively. These confinement
strengths roughly correspond to self-assembled (panel (b)) [46, 47] and electrostatic (panel
(c)) [48] QDs. As can be seen in figure 2(b), electrons and holes have opposite behaviors.
T e

1 now decreases with ωe
z because the structure is becoming flatter (less isotropic). Instead,

the behavior of T h
1 is similar to that observed for varying lateral confinement, with a shallow

minimum at ωhh
z = 14 meV. Previous studies have shown that T h

1 increases with the vertical
confinement [30]. This is consistent with the right side of the T h

1 minimum in figure 2(b), but
here we show that the opposite trend is also possible if the QD aspect ratio is large enough (left
side of the minimum).

Figure 2(c) illustrates the case in which the lateral confinement is weak. The minimum
of T h

1 is now shifted toward very small h̄ωhh
z values so that only the right side behavior is

seen in the range under study. Interestingly, here T h
1 shows a clear saturation with increasing

vertical confinement (h̄ωhh
z > 40 meV), which has not been noticed before [30]. As we show

in section 3.2, this saturation reflects the fact that HBIA has replaced hh–lh mixing as the main
source of SOI.

The inset in figure 2(b) compares T h
1 in InAs and GaAs QDs with moderate lateral

confinement. As can be observed, the spin lifetime in InAs QDs is longer than that in GaAs
QDs when ωhh

z > ωhh
⊥

, which is, e.g. the case of self-assembled QDs. This is an unexpected
result because in bulk the valence band SOI of InAs is stronger than that of GaAs (compare
the split-off band splittings [41] or the γ2 and γ3 coefficients appearing in R and S terms of
equation (4), which couple hh to lh). The underlying reason is that in confined structures, the
cubic Dresselhaus SOI becomes important and it is stronger for GaAs (see b41 in table 1).

Figure 2(d) shows the spin-flip lifetime of electrons and holes in a self-assembled-like
QD as a function of the spin splitting energy. For electrons, T e

1 is largely determined by the
efficiency of the carrier–phonon coupling [40]. It is short when the phonon wavelength is of
the same order as the carrier wavefunction extension, but it increases for large (small) 1 values
because the phonon wavelength becomes too short (long), as q ≈ 1/h̄c. The same happens for
holes (notice that Gr,r ′(q) in equation (28) vanishes in the limits of large and small phonon
wavevector). However, figure 2(d) shows that T h

1 is only sensitive to 1 for small splittings, but
then it reaches a plateau where T h

1 ∼ µs. The different behavior of holes and electrons is due to
the different effective mass along the growth direction, mz. For h̄ωz = 50 meV, the characteristic
length of the oscillator states in the growth direction, lz =

√
h̄/mz ωz, is le

z = 4.5 nm for electrons
and lhh

z = 2.4 nm for holes, i.e. the hole confinement is stronger. As a result, larger values of 1

than those used in figure 2(d) are required for T h
1 to increase.

Experiments with excitons in self-assembled InGaAs QDs have revealed a negligible
influence of e–h interactions on T h

1 [24]. Our results would be consistent with such an
observation in the regime of large 1. For self-assembled QDs, however, 16 0.5 meV. Thus,
the insensitivity noted in the experiment is inconsistent with the single-phonon processes
we consider in figure 2. This suggests that two-phonon processes dominate in these systems
[15, 32]. On the other hand, experiments with colloidal nanorods have shown a sizable increase
of T h

1 when changing from type-I to type-II confinement, which modulates the e–h exchange
energy from typical colloidal structure values (few meV) to type-II system values (fractions of
meV) [36]. We have run simulations for a nanorod-like geometry (red dashed line in figure 2(d))
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Figure 3. Hole spin relaxation (a) and weight of the minor hh component (b) as
a function of the lateral confinement. Different SOI terms are considered. The
system is the same as that of figure 2(a).

and find that the weak vertical confinement renders T h
1 sensitive to 1 for all the range under

study, in agreement with the experiment. This indicates that the weak vertical confinement of
rods renders single-phonon processes efficient.

To close this section, we notice that previous theoretical studies with simpler models had
predicted that hole spin lifetimes can exceed those of electrons in very flat QDs [31]. Figure 2
confirms that this could actually be achieved in gated structures, where lateral confinement
is very weak (see the crossing between T e

1 and T h
1 in panel (c)). However, for typical self-

assembled InAs QDs, T e
1 is about one order of magnitude longer than T h

1 (see panel (b) for large
h̄ωz).2 This is consistent with experimental measurements by Heiss et al [26].

3.2. Mechanism of spin admixture

Spin admixture is a requirement for spin-flip transitions to take place [50]. In this section, we
compare the spin admixture resulting from all the SOI terms affecting the hole ground state. As
we shall see, once the dominant SOI mechanism is determined, one can rationalize the geometry
dependence of T h

1 described in the previous section. For convenience of the analysis, in what
follows we plot and discuss relaxation rates, 1/T h

1 . Furthermore, we shall often drop the hh
superscript when referring to the confinement frequency, ωhh

⊥
or ωhh

z .
Figure 3(a) shows the relaxation rate for the InAs QDs of figure 2(a), but now obtained

by calculating hole states with the diagonal terms of HL plus different SOI terms: off-diagonal
HL terms (hereafter hh–lh coupling), full Dresselhaus Hamiltonian (HBIA), hh–lh coupling plus
linear-in-k term (HL + HCk ) and hh–lh coupling plus the dominant cubic-in-k Dresselhaus term

2 The same conclusions, albeit with somewhat lower T e
1 , are obtained using larger electron masses to account, e.g.

for Ga diffusion into the InAs QD.
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(HL + Hb41). The total rate, corresponding to HL + HBIA, is also shown (thick black line). One can
see that HL (red solid line) is more important than HBIA (blue dashed line) for large ω⊥ values.
However, as the lateral confinement is weakened and the system becomes flatter, HBIA gains
weight. For self-assembled QDs (h̄ω⊥ ≈ 10–25 meV), HBIA is already comparable to HL and it
becomes dominant for weakly confined (e.g. gated) QDs. Figure 3 also reveals that the linear-
in-k BIA term (gray dot-dashed line) is but a secondary mechanism, which barely enhances the
relaxation rate coming from HL. This is inspite of the fact that it is a source of direct admixture
between hh states with opposite spin, with no participation of lh states. For this reason, it had
been proposed as the dominant SOI term in flat QDs with weak lateral confinement [35]. Instead,
figure 3 shows that most of the HBIA contribution comes from the cubic-in-k b41 term (see green
dotted line).

This term relies on intermediate lh states in order to mix hh Jz = +3/2 and −3/2
components (see equation (A.3) in the appendix), which implies that a simultaneous description
of hh and lh states is necessary for realistic modeling.

By comparing the total relaxation rate coming from HL + HBIA with that coming from HL

and HBIA, it is clear that the total rate is not just the sum of the two independent mechanisms. For
example, at h̄ω⊥ = 30 meV, adding HBIA to HL enhances 1/T h

1 about an order of magnitude,
even though the contribution coming from HBIA alone is about 100 times smaller than that
coming from HL. This can be understood by means of a perturbative reasoning: neither HL,
equation (4), nor Hb41—the most relevant term of HBIA—, equation (A.3), contribute to hh–lh
mixing at first order. HL contributes at second order, due to terms involving non-zero products
like HL(1, 2) HL(2, 4), while Hb41 does not. It contributes at third order, due to non-zero products
like Hb41(1, 2) Hb41(2, 3) Hb41(3, 4). However, the sum of the two Hamiltonians allows Hb41 to
contribute at second order. Thus, the effect of Hb41 is clearly non-additive because it is enhanced
by HL. Simultaneously accounting for both SOI terms is then required for quantitative estimates.

For a qualitative understanding of the geometry dependence of 1/T h
1 , we rewrite the hole

states, equation (14), as |9h
m〉 =

∑
Jz

cm
Jz

|φm
Jz
〉 |3/2, Jz〉, where |φm

Jz
〉 =

∑
r cm

Jz,r |r〉 is the
envelope function associated with the periodic Bloch function |3/2, Jz〉. If we restrict to
the diagonal components of Hh–ph, the matrix element determining the relaxation rate becomes

〈9h
f |H

λq
h–ph |9h

i 〉 ≈

∑
Jz

(cf
Jz
)∗ci

Jz
〈φf

Jz
|Hλq

h–ph |φi
Jz
〉. (29)

When the QD is oblated or spherical, the low-energy states are essentially hh states. Thus,
the initial (final) state of the spin transition is mostly a pure spin-up (spin-down) hh state.
Considering that |ci

3/2| � |cf
3/2| (|cf

−3/2| � |ci
−3/2|), one can obtain an approximate expression

1

T h
1

∝

∣∣∣〈9h
f |H

λq
h–ph|9

h
i 〉

∣∣∣2 ∝ |cf
3/2|

2
∣∣∣〈φf

3/2|H
λq
h–ph|φ

i
3/2〉

∣∣∣2 . (30)

In other words, the relaxation rate is proportional to the spin admixture of the ground state
through the squared coefficient of the minor hh component (here spin-up, Jz = 3/2), and
proportional to the efficiency of the hole–phonon coupling through the rightmost matrix
element.

The geometry dependence of 1/T h
1 for a given SOI mechanism simply reflects the spin

admixture variation. This can be seen in figure 3(b), which shows that, for HL and HBIA,
|cf

3/2|
2 has the same qualitative dependence on the geometry as the corresponding 1/T h

1
values in figure 3(a). This allows us to interpret the observed maximum as a function of ω⊥.
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Figure 4. Hole spin relaxation as a function of the vertical confinement. Different
SOI terms are considered. (a) Strong lateral confinement, h̄ω⊥ = 20 meV. (b)
Weak lateral confinement, h̄ω⊥ = 5 meV. The inset in (a) is the corresponding
result for GaAs. The system is the same as that of figures 2(b) and (c).

For HL, the spin admixture between the hh spin-up and spin-down components takes place
necessarily through the intermediate lh components (see equation (4)). The weight of the minor
hh component is then related to the strength of the off-diagonal terms of HL (R and S) and
to the energy splitting between the hh and the lh states. For small ω⊥ values, the main effect
of increasing the lateral confinement is to enhance the coupling terms, which are proportional
to kx and ky (see equations (7) and (8)). As a result, the weight of the minor hh component
|cf

3/2| increases, hence 1/T h
1 increases. For larger ω⊥ values, however, when the lateral and

vertical confinements become comparable, the main effect of increasing the lateral confinement
is to bring lh states closer to hh ones [44, 45]. When this happens, the lh states stop acting
as intermediate states for the admixture between hh components and start participating in the
admixture themselves. This is at the expense of reducing the weight of the minor hh component,
hence 1/T h

1 decreases.
Next, we analyze the mechanisms involved in the spin relaxation with varying vertical

confinement. Figure 4 shows 1/T h
1 for the same systems as in figures 2(b) and (c), but

calculating the hole states with the diagonal terms of HL plus hh–lh coupling (red solid
line) or full HBIA Hamiltonian (blue dashed line). Panel (a) corresponds to strong lateral
confinement. The total rate has a maximum at h̄ωz = 14 meV, whose origin is analogous to
that described above for varying lateral confinement. Beyond the maximum, the total rate
(HL + HBIA) decreases with the vertical confinement strength, in agreement with previous
studies [30]. However, we also find that the decrease eventually saturates. This is evident for
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Figure 5. Hole spin relaxation as a function of the spin splitting energy in a
QD with h̄ω⊥ = 20 meV and h̄ωz = 50 meV. Same legend as in figure 3 is used.
The inset compares the energy splitting between the Kramer doublet for hh–lh
coupling and Dresselhaus SOI.

InAs QDs with weak lateral confinement, as shown in figure 4(b), or GaAs QDs with strong
lateral confinement, as in figure 4(a) inset. The origin of this saturation is the contribution
of HBIA, which provides a lower bound to 1/T h

1 . In particular, Hb41 introduces off-diagonal
coupling terms which are quadratic in kz (see operator L41 in the appendix), instead of the linear
kz terms of HL (see S operator in equation (4)). Since the uncoupled hh and lh energies are also
quadratic in kz, a perturbational analysis easily shows that the two contributions compensate
each other. For strong ωz, when lateral confinement is negligible, the cancelation is exact and
the relaxation rate does not depend on the vertical confinement.

The magnitude of the spin splitting also influences the dominant mechanism of spin
admixture. This is illustrated in figure 5, which considers a self-assembled InAs QD with
varying spin splitting energy. For large 1, HL has a dominant contribution to the relaxation
rate, but HBIA becomes equally important for small enough 1. The relative enhancement of the
role of HBIA originates in its zero-field spin splitting, which leads to larger energy difference
between the Kramers pair (1Efi) than with 1 alone, as shown in the figure inset. When 1 → 0
and the phonon wavelength increases beyond the QD size, the extra energy coming from the
zero-field spin splitting of HBIA provides a significant contribution to preserve the hole–phonon
coupling efficiency.

3.3. Light hole spin relaxation

When the aspect ratio increases and the QD shape becomes prolate, the hole ground state
evolves from the eminent hh character discussed so far to lh character, as noted, e.g. in colloidal
nanorods [42–45]. Here we investigate how the change of the ground state affects the relaxation
between the two highest hole states. Figure 6(a) shows the hole energy levels in a QD with
h̄ω⊥ = 40 meV as a function of h̄ωz. In the limit of strong and weak vertical confinement, the
two highest states are essentially hh and lh doublets, Jz = ±3/2 and ±1/2, respectively. In the
intermediate regime, h̄ωz = 9–17 meV, the two doublets cross. This gives rise to pronounced
changes in the relaxation rate, as shown in figure 6(b).
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Figure 6. Hole energy levels (a) and spin relaxation rate (b) around the hh–lh
crossing region. h̄ω⊥ = 40 meV and 1 = 2 meV. In (a), solid and dashed lines
are used for states with dominant lh and hh character, respectively. The dotted
line gives the energy splitting. Shades are used to distinguish the regions with
different kinds of states involved in the transition.

The changes can be understood as follows. In region I of the figure, the two highest states
are the hh doublet. The relaxation is between states with opposite spin and roughly constant
energy splitting (see 1Efi, dotted line in figure 6(a)). At h̄ωz = 17 meV, when we enter region
II, the excited hh state crosses with the first lh state. Now the relaxation is between an lh
(Jz = −1/2) and an hh (Jz = −3/2). Since lh have mixed spin-up and spin-down projections,
there is no need for spin flip. Then, the sλ terms of the strain Hamiltonian, Hdp, provide direct
coupling with hh and the resulting transition is much faster. This explains the abrupt increase
of 1/T h

1 . However, the energy splitting between the hh and lh becomes smaller with decreasing
ωz because of their different masses. As a result, at h̄ωz = 11 meV, the lh replaces the hh as the
ground state. Near the degeneracy point, h̄ωz = 11.2 meV, 1Efi is so small that hole–phonon
coupling becomes inefficient and the relaxation is strongly suppressed, but it increases again
in region III for the same reasons as in region II. Finally, at h̄ωz = 9 meV, the excited lh state
crosses with the highest hh state. We thus enter region IV, where the transition takes place
between two lh states with orthogonal Bloch functions, |3/2, ±1/2〉. Jz admixture mechanisms
are necessary and the relaxation becomes slow. As a matter of fact, the spin relaxation timescale
for transitions between lh states is similar to that between hh states, in spite of the fact that their
Bloch functions contain mixed spins.

3.4. Mechanism of hole–phonon coupling

Electron–acoustic phonon coupling in QDs is known to occur mainly through deformation
potential interaction when the energy splitting is large (1Efi > 0.1 meV) and through
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Figure 7. Hole spin relaxation as a function of the spin splitting energy.
(a) Transition between hh states in a QD with h̄ω⊥ = 20 and h̄ωz = 50 meV.
(b) Transition between lh states in a QD with h̄ω⊥ = 40 and h̄ωz = 5 meV.

piezoelectric potential when it is small [51]. In principle, for holes, the situation may differ
because the deformation potential Hamiltonian, equation (17), is formally different from
that of electrons. To investigate this point, in this section we compare the role of the two
kinds of carrier–phonon coupling mechanism for holes subject to varying effective magnetic
fields.

Figure 7(a) shows the spin relaxation rate in an oblate (quasi-2D) QD, where the
highest states are hh, while figure 7(b) shows that in a prolate (quasi-1D) QD, where the
highest states are lh. For the spin transition within the hh doublet, panel (a), the behavior
is analogous to that of electrons. Deformation potential interaction (dotted line) provides the
largest contribution to 1/T h

1 except for very small 1, when piezoelectric interaction (dashed-
dotted line) takes over. This is because all the terms of Hdp are proportional to the phonon
momentum

√
q (see equations (24)–(26)) while the piezoelectric potential is proportional to

1/
√

q (see equation (23)). With decreasing 1, both mechanisms become inefficient, because for
long phonon wavelength eiqr

≈ 1. Then, in equation (28), the matrix element Gr,r ′(q) ≈ 〈r ′
|r〉,

i.e. it tends to the overlap between the envelope components of the initial and final states. For hh,
these components have different symmetries, so the coupling vanishes. For example, in axially
symmetric structures, the Jz = +3/2 component of the initial state has a well-defined azimuthal
angular momentum mz = 0, which couples through the sλ operator of Hdp with the Jz = +1/2
component of the final state, for which mz = −2.3

The situation for lh is quite different. As shown in figure 7(b), now deformation potential
interaction is the dominant relaxation channel even for small 1. The underlying reason is that,
in contrast to the hh case, the off-diagonal terms of Hdp couple envelope components with the
same symmetry. For example, the Jz = +3/2 and 1/2 components of the initial and final state

3 In axially symmetric systems, the envelope functions of the Luttinger spinor have well-defined z-component of
the orbital angular momentum, mz = Fz − Jz . In oblate QDs, the highest doublet has Fz = ±3/2, and in prolate
QDs it has Fz = ±1/2. See e.g. [45].
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now have both mz = −1, and hence are not orthogonal. As a consequence, Gr,r ′(q) does not
vanish when q → 0.

4. Summary

We have investigated hole spin relaxation in InAs and GaAs QDs using 3D four-band k · p
Hamiltonians. We have shown that the hole spin lifetime has a non-monotonic dependence on
the lateral and vertical confinement strength. This is due to the interplay between the energy
splitting of hh and lh, which is set by their different masses, and the anisotropic hh–lh coupling
terms. The resulting geometry dependence of hole spin relaxation is qualitatively different from
that of electrons.

hh–lh coupling and Dresselhaus SOI have been found to have comparable contributions to
the spin admixture of hole states in self-assembled QDs, with the former becoming dominant
for prolate structures, such as nanorods, and the latter for strongly oblate ones, such as gated
QDs. The cubic-in-k Dresselhaus term leads to an upper bound of T h

1 with increasing vertical
confinement, which is missed when considering hh–lh coupling only.

We have also investigated the spin relaxation involving states with dominant lh character.
Transitions between lh and hh states are very fast because lh have strong spin admixture.
Instead, transitions between lh states with different Bloch angular momentum Jz are as slow
as the transitions between hh states with opposite spin. There is, however, a difference in the
dominating hole–phonon interaction mechanism. At small energy splittings, the relaxation is
mainly due to deformation potential interaction, unlike for hh transitions, where it is due to
piezoelectric interaction.
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Appendix. Dresselhaus Hamiltonian for holes

In this appendix, we write the explicit matrix forms of the different HBIA terms in Cartesian
coordinates. Separating the different invariants in equation (9) we obtain

HBIA = HCk + Hb41 + Hb42 + Hb51 + Hb52, (A.1)

where

HCk = Ck



0 −
k−

2 kz −

√
3 k−

2

−
k+
2 0

√
3 k+
2 −kz

kz

√
3 k−

2 0 −
k−

2

−

√
3 k+
2 −kz −

k+
2 0


(A.2)
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with k± = kx ± i ky:

Hb41 = b41



3
2 P41

√
3

2 L41 0 0
√

3
2 L†

41
1
2 P41 L41 0

0 L†
41 −

1
2 P41

√
3

2 L41

0 0
√

3
2 L†

41 −
3
2 P41

 , (A.3)

where P41 = (k2
x − k2

y) kz and L41 = i k− kx ky − k+ k2
z :

Hb42 = b42



27
8 P41

7
√

3
8 L41 0 −

3
4 L42

7
√

3
8 L†

41
1
8 P41

5
2 L41 0

0 5
2 L†

41 −
1
8 P41

7
√

3
8 L41

−
3
4 L†

42 0 7
√

3
8 L†

41 −
27
8 P41

 , (A.4)

where L42 = i k+ kx ky + k− k2
z :

Hb51 = b51


0 −

√
3

4 K+

√
3

2 Kz −
3
4 K−

−

√
3

4 K− 0 3
4 K+ −

√
3

2 Kz

√
3

2 Kz
3
4 K− 0 −

√
3

4 K+

−
3
4 K+ −

√
3

2 Kz −

√
3

4 K− 0

 , (A.5)

where K+ = Kx + i K y , K− = Kx − i K y , Kx = kx (k2
y + k2

z ), K y = ky (k2
x + k2

z ) and Kz =

kz (k2
x + k2

y):

Hb52 = b52


0 −

√
3

4 M+

√
3

2 k3
z −

3
4 M−

−

√
3

4 M− 0 3
4 M+ −

√
3

2 k3
z

√
3

2 k3
z

3
4 M− 0 −

√
3

4 M+

−
3
4 M+ −

√
3

2 k3
z −

√
3

4 M− 0

 , (A.6)

where M+ = k3
x + i k3

y and M− = k3
x − i k3

y .
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1. Introduction

The spin of carriers confined in nanostructures has been inten-
sively studied in recent years due to its promising applica-
tions in spintronics and spin-based quantum information 
processing [1, 2]. In particular, hole spins in quantum dots 
(QDs) have received great attention as a consequence of 
their long decoherence times and versatility. The confine-
ment in heterostructures is responsible for the suppression of 
the main decoherence mechanisms present in bulk systems  
[3, 4]. Additionally, the p-type symmetry of the valence band 
orbitals causes a weak hyperfine interaction with the lat-
tice nuclei, thus giving rise to decoherence times potentially 
longer than those of electron spins [5–11]. This has enabled 
successful hole spin initialization [12] and coherent control 
[10, 13]. Double quantum dots (DQDs) are a natural extension 
which should facilitate the use of independent optical tran-
sitions for spin preparation, manipulation and readout [14], 
as well as the scalability towards multiple qubit architectures 
[15]. Also, DQDs are more versatile than single QDs since the 
coupling between the two QDs offers an additional control 
mechanism, as the tunneling can be tuned by using externally 
applied electric fields [16–19].

Using the spin of holes in qubits requires control over the 
hole spin relaxation (T1) and decoherence (T2) times, the latter 
being related to the former at low temperatures [20]. In the 
presence of external magnetic fields, the main mechanism of 

spin relaxation for the valence band is usually phonon scat-
tering mediated by spin–orbit interaction (SOI) [21, 22]. 
Indeed, the strong SOI of holes is responsible for some of 
its characteristic properties, e.g. the g-factor anisotropy or 
the origin of antisymmetric ground states in DQDs [23–26]. 
The three main SOI mechanisms are the light hole-heavy 
hole (LH-HH) mixing, the bulk inversion asymmetry (BIA or 
Dresselhaus SOI) [27] and the structural inversion asymmetry 
(SIA or Rashba SOI) [28]. Several works have theoretically 
addressed the hole spin relaxation in single QDs taking into 
account different SOI mechanisms and have showed that one 
or another prevail depending on the QD traits [20, 29–32]. 
By comparison, the spin relaxation of holes in DQDs is still 
poorly understood. This is inspite of their promising prospects 
for the development of quantum information architectures 
[10, 15, 19]. Understanding the hole spin dynamics in DQDs 
is also of relevance for recently proposed exciton spin based 
qubits [33], since hole relaxation usually determines the exci-
tonic spin lifetime.

In the present work, we investigate the hole spin relaxa-
tion between Zeeman split sublevels in vertically coupled 
DQDs. We consider InAs/GaAs DQDs with various rela-
tive positions of the individual dots while maintaining their 
dimensions unaltered. In particular, we study the spin relaxa-
tion for different interdot barrier thicknesses and dots align-
ments. The hole states are simulated using three-dimensional 
(3D) Hamiltonians including not only quadratic-in-k LH-HH 
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coupling present in the Luttinger–Kohn Hamiltonian, but also 
cubic Dresselhaus SOI, which was found to be potentially 
important in single InAs QDs [31]. Calculations are carried 
out for varying strength of an electric field applied along the 
DQD stacking direction. This makes possible to study the 
transition from atomic-like states confined in one of the con-
stituent QDs to fully molecular-like states, which are obtained 
when the electric field tunes the energy of the upper and lower 
dots to be the same [19].

We show that T1 of molecular spin–orbitals is often larger 
than that of holes localized in single QDs, with lifetime 
extensions reaching 600% in some cases, which is a result 
of the higher symmetry of the system under resonant elec-
tric fields. Dresselhaus SOI however plays an important role 
in the description of the hole spin dynamics. Its inclusion in 
the Hamiltonian provides new channels of spin admixture, 
decreasing T1 up to one order of magnitude and reducing 
the differences between molecular and single QD states. 
Nevertheless, the most drastic factor reducing T1 is mis-
alignment between the QDs forming the DQD. The severe 
symmetry breaking enhances SOI, leading to pronounced 
shortenings of T1, as well as to the appearance of spin 
anticrossings in the energy spectra, which constitute spin-hot 
spots with extremely fast relaxation.

The paper is organized as follows. In section 2 we present 
the details of the model we use to compute the hole states and 
the spin lifetimes. In section 3 we show and discuss the results 
of the calculations for a DQD system with strong and weak 
hole tunneling. Finally, conclusions are given in section 4.

2. Theoretical model

We investigate the spin relaxation of holes confined in verti-
cally coupled DQDs grown along the [0 0 1] direction. The 
system is subject to external magnetic and electric fields 
applied along the growth direction. The Hamiltonian that 
describes the hole states reads

( )= + + + + +IH H H V eFz H H ,h zL B QD BIA SIA (1)

where HL is the Luttinger Hamiltonian [34] and HB represents 
the terms coming from the implementation of the magnetic 
field. The next two terms in (1) are the 3D confining potential 
VQD and the externally applied electric field ( )= FF 0, 0, z , with 
e standing for the hole charge and I  the ×4 4 identity matrix. 
Finally, HBIA is the spin–orbit Hamiltonian corresponding to 
the Dresselhaus SOI. Rashba SOI is disregarded in this study 
because the system asymmetry in the growth direction is 
suppressed under resonant electric fields, which lead to the 
formation of molecular states with effective parity symmetry 
[23]. All the same, we have carried out a series of calculations 
(not shown) that confirm the negligible influence of Rashba 
SOI in the vicinity of the resonant field.

The Luttinger Hamiltonian HL is a four-band Hamiltonian 
which includes the spin–orbit coupling between light-holes 
(LH) and heavy-holes (HH) subbands up to second order in 
k [34]. The matrix representation of HL in terms of the Bloch 
basis functions Jz  =  +3/2, +1/2, −1/2, −3/2 is

†
†

† †

= −

+ −
− −

−
+

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

H

P Q S R

S P Q R

R P Q S

R S P Q

0

0

0

0

,L (2)

with

( )γ= + +P
m

k k k
1

2
,x y z

0
1

2 2 2
 (3)

( )γ= + −Q
m

k k k
1

2
2 ,x y z

0
2

2 2 2
 (4)

( )γ γ= − − +⎡⎣ ⎤⎦R
m

k k k k
1

2
3 2 i 3x y x y

0
2

2 2
3 (5)

( )γ= −S
m

k k k
1

2
2 3 i ,x y z

0
3 (6)

Here m0 is the free electron mass and γi are the Luttinger 
mass parameters. For the sake of simplicity, we use constant 
Luttinger parameters throughout the entire nanostructure.

The uniform axial magnetic field is described by the 

vector potential in the symmetric gauge ( )= −y xA , , 0B

2
. The 

implementation follows the procedure described in [35]. The 
resulting Hamiltonian HB has the form

( ) ( ) κµ= − + + − −
⎛
⎝
⎜

⎞
⎠
⎟H

B

m
x y

B

m
xk yk M BJ

8 2
y x zB

2

0

2 2

0
B

 (7)
with M being the ×4 4 diagonal matrix with elements 
{ }γ γ γ γ γ γ γ γ+ − − +, , ,1 2 1 2 1 2 1 2 . The last term of (7) corre-
sponds to the Zeeman splitting with κ standing for the hole 
g factor, µB the Bohr magneton and Jz the matrix representa-
tion of the third component of the angular momentum with 
quantum number J  =  3/2.

The last two elements in (1), HBIA and HSIA, are additional 
terms describing the Dresselhaus and Rashba SOI, respec-
tively [36]. As stated above, we disregard HSIA due to its neg-
ligible influence under resonant electric fields. HBIA includes 
linear and third order in k terms and is given by:

[ { } ]
[{ } ]
[{ } ]
[{ } { } ]
[ { } ]

= − +

+ − +

+ − +

+ + − +

+ − +

H C k J J J

b k k k J

b k k k J

b k k k J J J

b k J J J

2

3
, cp

, cp

, cp

, , cp

, cp

k x x y z

x y z x

x y z x

x y z x y z

x x y z

BIA
2 2

41
2 2

42
2 2 3

51
2 2 2 2

52
3 2 2

 
(8)

where Ck, b41, b42, b51 and b52 are material dependent coeffi-

cients, { } ( )= +A B AB BA, 1

2
 and cp stands for cyclic permuta-

tions of the preceding terms. The matrix form of Hamiltonian 
(8) can be found in [31].

Since Hh is a four-band Hamiltonian, its eigenfunctions are 
four-component spinors of the form:
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( ) ⟩( )∑Ψ = |
=−

f Jr ,n
J

J
n

z
3/2

3/2

z

z
 (9)

where ( )( )f rJ
n
z

 and ⟩|Jz  are the envelope and Bloch parts of the 

Jz component.
We study the spin relaxation of hole states mediated by the 

phonon bath. The transitions considered involve the Zeeman 
split sublevels of lowest energy, i.e. from the first excited to 
the hole ground state. The energy splitting of these states is 
small and, thus, only long-wave acoustic phonons can partici-
pate and the linear dispersion regime holds, =λ λ�E c qq . Here, 
λc  is the phonon velocity of the longitudinal or two transversal 

phonon modes λ. The Hamiltonian that describes the coupling 
between holes and phonons is

φ= +− IH e H ,h ph pz dp (10)

where e is the hole charge, I  is the ×4 4 identity matrix, φpz 
the piezoelectric potential and Hdp the deformation potential 
term. These are the two scattering mechanisms that dominate 
the hole spin relaxation [30]. The deformation potential cou-
pling Hdp is given by the strain Hamiltonian [37], formally 
identical to (2)–(6) with k ki j replaced by the strain component 
εij and the mass coefficients by the deformation ones, and the 
piezoelectric interaction by the potential [38]

( )∑ ∑φ φ
π

ε ε ε= = − + +
λ

λ

λ

λ λ λ

ε q
h q q q

4 i
.

r
x yz y zx z xy

q
pz pz 2 14

 (11)
where εr stands for the relative dielectric constant, h14 is the 
piezoelectric constant and εij is the strain tensor component. 
The complete expressions and derivation of the piezoelectric 
potential and the deformation potential operators for the three 
phonon branches is presented in [31].

The transition rate between the initial hole state ⟩|Ψi
h  and 

the final hole state ⟩|Ψ f
h  is estimated using the Fermi golden 

rule

⟨ ⟩ ( )∑
π

δ= Ψ | |Ψ ∆ +
λ

λ
λ−�

H �
T

E c q
1 2

.f
h q

i
h

fi
q1 ,

h ph

2

 (12)

where λ
−H
q

h ph is the hole-phonon coupling Hamiltonian, equa-
tion (10), and ∆ = −E E Efi f i. The sum is done over all direc-
tions of q and the three phonon branches of bulk zinc-blende 
crystals, one longitudinal and two transversal. All calculations 
are carried out at zero temperature, so that only phonon emis-
sion processes are possible.

The multi-band Hamiltonian (1) is of fully 3D nature, as in 
DQDs the vertical and lateral dimensions can be comparable, 
which prevents the adiabatic separation of variables usually 
employed for single QDs [1]. Besides, we are interested in 
analyzing the effect of misalignment between the QDs forming 
the DQD, which implies breaking the in-plane symmetry 
through VQD. We then use Cartesian coordinates. It is also 
worth noting that Hh includes third-order derivatives through 
the HBIA term. Since SOI is a fine effect, precise estimates 
of its influence require a very accurate description of such 
derivatives. To solve this challenging problem, we integrate 

Hh numerically using a finite differences scheme. In order to 
achieve the desired accuracy while maintaining a reasonable 
mesh, we have explored increasing the points of the deriva-
tives discretization. After a series of convergence tests, we 
found that a 5-point stencil central difference scheme offers a 
good description at a reasonable computational cost. In addi-
tion, we consider QDs with cuboidal shape which are perfectly 
adjusted to the 3D regular mesh. This simplified geometry 
grants comparable accuracy in the estimate of potential and 
kinetic energy terms, while allowing us to study the influence 
of the basic features of DQDs on the spin dynamics, namely 
the effect of interdot barrier thickness and that of misalign-
ment. The 3D discretization of (1) yields a huge sparse matrix 
that is diagonalized by means of the Arnoldi iterative method. 
The size of these matrices ranges from ×73 644 73 644 for 
close aligned QDs up to ×150 326 150 326 for distant mis-
aligned QDs.

3. Numerical results and discussion

The system studied is a DQD of InAs embedded in a GaAs 
matrix as represented in figure 1. The QDs are identical with 
cuboidal shape (Lx  =  20 nm, Ly  =  20 nm and Lz  =  3 nm) and 
are separated by a distance d. The parameters used in the cal-
culations are summarized in table 1. They all correspond to the 
QD material InAs, except for the ones describing the phonons 
(cl, ct and ρ) which correspond to the matrix material GaAs as 
we assume bulk phonons. The confining potential VQD is zero 
inside the QDs and V0 outside, where V0  =  −0.33 eV is the 
valence band offset between InAs and GaAs [39]. Finally, we 
take κ = 4/3 for the hole g factor as suggested in [40].

We investigate the dependence of the hole spin lifetime 
on the external electric field Fz. We consider two different 
interdot barriers d  =  3 nm and d  =  9 nm as an example of a 
DQD system with strong and weak tunneling, respectively.  
In addition, for each d we study the possibility of the two QDs 
being perfectly aligned and also misaligned. The misalign-
ment consists in a shift in x in opposite directions of the two 

Figure 1. Schematic drawing of the InAs DQD cuboidal system. 
The dimensions of the QDs and the variable parameters d and ∆x 
are indicated. The boxes with dashed lines represent the DQD with 
misalignment.
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QDs by an offset ∆ = 3.3x  nm as depicted in figure 1. This 
value corresponds to a DQD with large yet realistic lateral 
offset [42]. All calculations are carried out at a magnetic field 
B  =  2 T. For this field, hole-phonon coupling via deformation 
potential prevails over piezoelectric coupling [31].

3.1. Strong tunneling regime

Figure 2 illustrates the energy spectra and hole spin lifetimes 
of a DQD with interdot distance d  =  3 nm as a function of the 
external electric field Fz. An analysis of the low-energy hole 
states reveals that they have mainly HH character1. Thus, the 
transition between the Zeeman-split sublevels, indicated in 
figures 2(a) and (b) by orange arrows, is essentially a transi-
tion from a HH with Jz  =  +3/2 (⇑ in figure 2) to a HH with 
Jz  =  −3/2 (⇓).

Panels (a) and (c) of figure 2 show the energy spectrum 
and spin lifetime for a DQD with no misalignment. For a 
finite electric field the wave function tends to localize in 
one of the dots as represented in the insets of figure  2(a). 
The change of localization when varying Fz gives rise to 
a charge transfer anticrossing at Fz  =  0, where hole states 
of both QDs are in resonance and the wave function forms 

delocalized molecular orbitals. Since the barrier thickness 
we consider is beyond the critical distance at which the hole 
ground state changes from bonding to antibonding character 
[23], the two states of the Zeeman doublet we consider are 
antibonding.

Calculations of the hole spin lifetime are shown in 
figure  2(c) for two different situations: considering only 
the LH-HH mixing derived from the standard Luttinger 
Hamiltonian HL (black line) and considering the additional 
influence of HBIA as well (dashed line). When only LH-HH 
mixing is taken into account, one can see that T1 presents a 
maximum for molecular states (Fz  =  0) that slowly decreases 
as we move toward localized, atomic-like states ( F 10z| | >  
kV cm−1). This remarkable result is reminiscent of the T1 
enhancement recently reported for single QDs at certain 
values of Fz [32]. The inclusion of HBIA, however, reduces T1 
by one order of magnitude and moderates the longer lifetime 
of the molecular regime ( ≈F 0z ).

Since spin lifetime is connected with SOI-induced spin 
admixture [1], in order to understand the above results we ana-
lyze the strength of the SOI, which can be qualitatively esti-
mated from symmetry considerations. In general, a lowering 
in symmetry implies the activation of additional SOI mecha-
nisms [36] and hence shorter T1. In particular, this is specially 
relevant at Fz  =  0, where the symmetry is highest. HL in (1) 
has Td symmetry, corresponding to the bulk zinc-blende point 
group. The confining potential that defines the aligned DQD 
system, VQD, reduces the symmetry to D4h. Then, the applica-
tion of an external magnetic field in the axial direction further 
reduces it to C4h. We can take this as the starting point, HL at 
Fz  =  0 in figure 2(b). Next we add other factors like external 
electric fields or additional SOI terms, which further reduce 
the symmetry and hence T1. Thus, a finite electric field Fz lifts 
the parity symmetry in z, reducing the system symmetry to C4, 
which explains the shorter T1 for individual QDs as compared 
to the symmetric DQD in the HL curve of figure 2(c). If we 
include HBIA to the calculation instead, the reduction is more 
important, group C2, and thus the decrease of T1 is more pro-
nounced. In this case, the introduction of an external electric 
field no longer reduces the symmetry and has negligible effect 
on T1.

The results for a DQD with misalignment are illustrated in 
figures 2(b) and (d). Energetically, the main consequence of 
introducing a lateral offset to the QDs position is a reduction 
in the hole tunneling which, in turn, diminishes the magni-
tude of the charge anticrossing in the energy spectrum [42]. 
As for the hole spin lifetimes, by comparing with figure 2(c), 
figure 2(d) shows that misalignment of the QDs roughly pre-
serves the shape of T1 estimated from either HL or HBIA, but it 
causes an additional decrease in T1 of one order of magnitude 
or more.

These results can be explained following the same rea-
soning as for a DQD with no misalignment. Now, the inter-
play of confinement potential VQD and magnetic field removes 
all exact symmetry elements. Therefore, the hole spin lifetime 
is reduced in comparison to the aligned case. The symmetry 
breaking becomes even more efficient in the presence of an 
applied electric field, resulting in shorter lifetimes.

Table 1. Material parameters used in the numerical calculations.

Parameter Symbol InAs Reference

Luttinger parameter γ1 20 [39]
Luttinger parameter γ2 8.5 [39]
Luttinger parameter γ3 9.2 [39]
Deformation potential 
(eV)

a 1.0 [39]

Deformation potential 
(eV)

b −1.8 [39]

Deformation potential 
(eV)

c −3.6 [39]

Dresselhaus coeff. 
(  eV Å)

Ck −0.0112 [36]

Dresselhaus coeff. 
(  eV Å

3
)

b41 −50.18 [36]

Dresselhaus coeff. 
(  eV Å

3
)

b42 1.26 [36]

Dresselhaus coeff. 
(  eV Å

3
)

b51 0.42 [36]

Dresselhaus coeff. 
(  eV Å

3
)

b52 −0.84 [36]

Longitudinal phonon 
speed (   −m s 1)

cl 4720 [41]

Transversal phonon 
speed (   −m s 1)

ct 3340 [41]

Crystal density 
(   −kg m 3)

ρ 5310 [41]

Piezoelectric constant 
(   −V cm 1)

h14 ×3.5 106 [41]

Relative dielectric 
constant

εr 12.9 [41]

1 Energies are negative because they are referred to the top of the valence 
band. By lowest energy we mean lowest absolute value.
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3.2. Weak tunneling regime

In this section  we investigate the same situations as above 
but we consider now a DQD system with an interdot barrier 
d  =  9 nm.

Figure 3(a) illustrates the energy spectrum when the 
QDs are aligned. A clear difference with the previous case, 
figure 2(a), is observed since now the Jz  =  +3/2 antibonding 
and Jz  =  −3/2 bonding states cross near the resonant field (see 
grey dotted boxes in figure 3). The inset of figure 3(a) contains 
a zoom of the crossing at | | ≈F 0.5z  kV cm−1. It shows that no 
spin anticrossing takes place in spite of including BIA spin–
orbit terms in the calculations.

The absence of anticrossings can be understood analyzing 
the symmetry of the hole states. Hh belongs to the C2 point 
group. The symmetry of its spinorial eigenstates Ψn, equa-
tion (9), is then obtained from the double group C̄2. As shown 
in the labels of figure 3(a), the two states crossing each other 
have E3/2 and E−3/2 symmetry, respectively (see appendix for 
more details). The different symmetry of the states justifies 
the absence of spin anticrossings in the spectrum.

The results for the spin lifetime are presented in figure 3(c). 
All calculations are also carried out considering the transi-
tion between the Zeeman split antibonding states (see orange 

arrows in figure 3). In general, we find similar lifetimes com-
pared to the aligned DQD with strong tunneling. As in the 
strong tunneling case, HL predicts the longest T1 values for 
the molecular regime (Fz  =  0), although the enhancement 
is now smaller and takes place for a narrower range of elec-
tric fields, which is a consequence of the weaker tunneling 
energy. Interestingly, in this case adding HBIA preserves the T1 
maximum at zero electric field. This is because the dominant 
term of HBIA (b41 in (8)) scales roughly proportional to ⟨ ⟩kz

2  
[1]. In a DQD with thick interdot barrier a small electric field 
is enough to localize the wave function in one of the QDs, 
rapidly increasing ⟨ ⟩kz

2  and reducing T1. In contrast, when the 
tunneling is important, stronger fields are needed to break the 
molecular character. As a consequence, in figure 2(c) ⟨ ⟩kz

2  did 
not change significantly in the range considered and the T1 
maximum was less pronounced.

Figure 3(b) illustrates the energy spectrum for a misaligned 
DQD. At first glance, no major differences with the aligned 
situation are observed, except for the smaller magnitude of the 
charge transfer anticrossings. However, the inset of figure 3(b) 
shows that now the states of different spin anticross. The size 
of this spin anticrossing is of the order of few μeV, particu-
larly ∆ ≈ 6s  μeV for HL and further increases to ∆ ≈ 20s   

Figure 2. Hole energy spectra (a)–(b) and spin lifetime (c)–(d) as a function of the applied electric field for DQDs with interdot barrier d  =  3 nm. 
Left panels: aligned QDs. Right panels: QDs with misalignment of ∆ = 3.3x  nm. The energy spectra are obtained from Hh, (1). The hole spin 
lifetimes are calculated under different conditions: Luttinger Hamiltonian HL only (black solid line) or +H HL BIA (blue dashed line). The insets 
in (a)–(b) show the wave function localization and the dominant spinor component, Jz  =  +3/2 (⇑) or Jz  =  −3/2 (⇓). The orange arrows represent 
the transition studied. The labels in (c)–(d) give the point group of the system in different situations. B  =  2 T in all calculations.
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μeV when Dresselhaus SOI is included. The presence of a 
spin anticrossing implies the admixture of hole states with the 
same symmetry. The reason is that misalignment reduces the 
symmetry to the C1 point group, and all the states belong to 
the totally symmetric irreducible representation.

The obtained lifetime results are summarized in figure 3(d). 
Similarly to the strong tunneling case, misalignment of the 
QDs reduces the spin lifetimes by one order of magnitude. 
The main difference with respect to the strong tunneling case 
(figure 2(d)) is the appearance of two sharp dips in the hole 
lifetime at ≈±F 0.5z  kV cm−1, where T1 decreases by two 
orders of magnitude. These correspond to the spin anticross-
ings of figure 3(b). These anticrossings form so-called spin-
hot spots (see, e.g. [43]), where spin mixing is maximized. 
While the strong spin mixing can be benefitial for spin con-
trol protocols [42], our calculatios show that it also leads to 
severely reduced T1.

We have checked the robustness of the results in this sec-
tion versus small changes in the model parameters (geometry, 
size and magnetic field). As discussed above, the qualitative 
trends are a consequence of the symmetry in the Hamiltonian 
rather than a specific set of parameters.

4. Conclusions

We have investigated the hole spin lifetime in InAs/GaAs 
DQDs as a function of the axial electric field strength. We 

have explored the effect of changing the QDs relative position 
(alignment and distance) and the introduction of Dresselhaus 
SOI.

The results reveal that severe changes in the distance d do 
not translate in large changes of the spin lifetime. A clear corre-
lation between the symmetry of the system and T1 is observed, 
which follows from the enhancement of SOI induced spin 
admixture with lowering symmetry. Thus, we show that the 
Luttinger Hamiltonian yields maximum T1 for DQDs under 
resonant electric fields, but it decreases when the electric field 
pushes the wave function towards one of the QDs. This is a 
consequence of the higher symmetry of DQDs under resonant 
electric fields, when wave functions with parity symmetry are 
obtained.

Cubic Dresselhaus SOI lowers the symmetry to a C2 point 
group, consequently reducing T1 about one order of mag-
nitude. In fact, a strong Dresselhaus SOI, as that found for 
DQDs in the strong tunneling regime, can even suppress the 
different behaviour between single QD and DQD states.

Misalignment of the QDs, which is often observed in 
DQDs, reduces the system symmetry to C1. When severe, 
it can reduce of T1 over one order of magnitude. It is also 
responsible for the appearance of spin anticrossings in the 
energy spectra, which are absent for aligned DQDs. These are 
spin-hot spots, where spin mixing is maximized and a drastic 
decrease of T1 is observed.

In summary, while the increase of symmetry, reached 
by the formation of molecular orbitals induced by resonant 

Figure 3. Same as figure 2 but for a DQD with barrier thickness d  =  9 nm. The insets in (a)–(b) are a zoom of the squared region, showing 
the crossing/anticrossing between the hole states of different HH spin and localization at ≈F 0.5z  kV cm−1. B  =  2 T in all calculations.
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electric fields, favors spin purity and long T1 values, misalign-
ment or defects as well as strong Dresselhaus spin–orbit inter-
action play in opposite direction and can eventually overcome 
the effects of the resonant field.

Appendix

The character table of the double group C̄2 we use is:

C E C C C

A M k k

k k k

B M k k k k

E M
E M

basis e

1 1 1 1 0, 2, 4, , ,

,

1 1 1 1 1, 3, ,

1 i 1 i 1/2, 3/2
1 i 1 i 1/2, 3/2

M

x y

z x y

y z x z

2 2
1

2
2

2
3 i

2 2

2

3/2

3/2

¯ ( )
= ± ±

− − =± ±
− − = −

− − = −

φ

−

 (A.1)
and the corresponding table  of product of irreducible 
representations:

A B E E
A A B E E
B A E E
E B A
E B

3/2 3/2

3/2 3/2

3/2 3/2

3/2

3/2

−

−

−

−

 (A.2)

Within this group, the four Bloch functions ⟩|Jz , with Jz  =  3/2, 
1/2, −1/2, −3/2, form basis of the following irreducible 
representations:

−

−

⎛

⎝

⎜
⎜
⎜⎜

⎞

⎠

⎟
⎟
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E
E
E
E

3/2

3/2

3/2

3/2

 (A.3)

respectively.

As for the envelope parts, f J
n

z
, we consider that the symmetry 

of the matrix element operators in the 4-band Hamiltonian Hh, 
obtained with the help of (1), is:

Γ =

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

A B A B
B A B A
A B A B
B A B A

.Hh (A.4)

Since the envelope eigenfunctions must have a definite sym-
metry within the C2 group, the two possibilities compatible 
with (A.4) are:

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟

A
B
A
B

A
B
A

and

B

, (A.5)

whose product with (A.3) gives total spinor symmetry E3/2 
and E−3/2, respectively. For the ground state in figure 3(a), Ψ1, 
since the main component is a totally symmetric spin down 

HH, ( )
−f 3/2
1  must have A symmetry and it follows that the 

spinor symmetry is E−3/2. For the other Zeeman sublevel, Ψ2, 

the dominant component is the spin up HH, so that ( )f 3/2
2  has A 

symmetry and the spinor symmetry is E3/2. A similar proce-
dure is followed to obtain the symmetry of the remaining hole 
states in figure 3.
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Electrons, holes, and excitons in GaAs polytype quantum dots
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Single and multi-band k�p Hamiltonians for GaAs crystal phase quantum dots are used to assess

ongoing experimental activity on the role of such factors as quantum confinement, spontaneous

polarization, valence band mixing, and exciton Coulomb interaction. Spontaneous polarization is

found to be a dominating term. Together with the control of dot thickness [Vainorius et al., Nano

Lett. 15, 2652 (2015)], it enables wide exciton wavelength and lifetime tunability. Several new

phenomena are predicted for small diameter dots [Loitsch et al., Adv. Mater. 27, 2195 (2015)],

including non-heavy hole ground state, strong hole spin admixture, and a type-II to type-I exciton

transition, which can be used to improve the absorption strength and reduce the radiative lifetime

of GaAs polytypes. VC 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4945112]

I. INTRODUCTION

Semiconductor quantum dots (QDs) have been widely

studied since the 1990s because of their appealing electronic

and photonic properties. However, standard fabrication

methods involve a degree of dispersity which limits exact

reproducibility within an ensemble of dots, from run-to-run

and from lab-to-lab.1–3 For example, in Stranski-Krastanov

growth of InAs/GaAs QDs, the most widely employed tech-

nique to produce optically active III-V QDs, random diffu-

sion of substrate material (GaAs) into the deposited material

(InAs) leads to an ensemble of QDs with inhomogeneous

composition, strain fields, and shapes.3 This translates into

an inhomogeneous distribution of energy levels, which poses

a challenge for the scalability of many technological applica-

tions demonstrated at a single-dot level.4,5

Crystal phase (polytype) QDs6 are likely to mitigate this

problem. These structures exploit recent synthetic advances en-

abling control on the polytypical crystal structure of III-V

nanowires, whereby one can grow alternating segments of

wurtzite (WZ) grown along the [0001] direction and zinc-

blende (ZB) grown along [111].7 Because WZ and ZB phases

have slightly different energy gaps at the C point, band offsets

are formed and carriers confined in one of the phases.8 One can

then form QDs embedded in the wire, which turn out to have

defect-free crystal structure, sharp interfaces, negligible strain

and tapering, well defined shape, and homogeneous composi-

tion. Prospects have become especially promising with two

studies published in the last months for GaAs polytype QDs.

On the one hand, Vainorius et al. have reported exact control

on the QD thickness, from bilayers to tens of nm.9 On the other

hand, Loitsch et al. have reported control of the wire diameter

from typical values (�100 nm) down to 7 nm.10 Together,

these studies pave the way towards full control of the QD con-

finement and, consequently, of the energy structure.

Progress in the synthesis of GaAs polytype QDs, how-

ever, has not been paralleled by theoretical understanding of

the ensuing electronic and optoelectronic properties. As a

result, several open questions remain which need to be clari-

fied in order to eventually attain predictive design. To name

a few: (i) the role of spontaneous polarization in WZ GaAs

is not clear. The majority of experimental works simply

neglect it,8–12 but recent theoretical13 and experimental14

studies point to a value of Psp¼ 0.0023 C/m2, which Jahn

et al. deemed influential at a single-particle level.15 One then

wonders if it is really important for Coulomb-bound exci-

tons. (ii) The role of valence band (VB) coupling is also

poorly understood. It is generally assumed that the hole

ground state is a heavy hole (HH).9–12 This is consistent with

polarization measurements of large diameter nanowires.16

However, radial confinement enhances valence band mix-

ing.17 Therefore, the validity should be tested at least in the

small diameter regime enabled by the work of Loitsch

et al.10 (iii) The influence of electron-hole Coulomb interac-

tion needs better assessment. Because WZ and ZB interfaces

form a type-II band-alignment in GaAs,8 previous simula-

tions of optical transition energies in GaAs polytypes either

tend to neglect it9,15 or take it as a constant.10 However, the

band offsets are so small that both electron and hole wave

functions are expected to penetrate into each other’s phase,

leading to non-vanishing electron-hole overlap.12 What is

more, strong Coulomb interactions could eventually over-

come the band offsets and change the excitons from type-II

to type-I. This is a possibility worth exploring.

In this work, we use a k�p model to study carriers confined

in polytype QDs, which takes into account all the factors

described above: spontaneous polarization, electron-hole

Coulomb interaction, and valence band coupling of holes. The

latter is included by building a 6-band Hamiltonian for ZB/WZ

polytypes. We study polytype QDs within the confinement

ranges made possible by the works of Vainorius9 and

Loitsch,10 and evaluate the influence of the abovementioned

factors on the energy structure of electrons, holes, and excitons.

The results are discussed in view of the existing experiments.

II. k�p HAMILTONIANS FOR WZ/ZB QDs

In order to model polytypes, we use a k�p Hamiltonian

spanned on the same Bloch functions in both crystala)josep.planelles@uji.es. URL: http://quimicaquantica.uji.es/
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structures, the differences showing up in the parameters

only. In this section, we describe such Hamiltonians for con-

duction band (CB) electrons, VB holes, and excitons.

A. Electrons

Low-energy electrons in ZB GaAs belong to the C6c

band, which is well separated from the valence band and the

rest of CBs. This justifies the widely spread use of single-

band models in the literature. In WZ GaAs, however, C8c

and C7c bands are close to each other, and some band mixing

can be expected.18,19 Lacking effective mass parameters

describing such a coupling, we model WZ electrons with a

single-band Hamiltonian of hybrid character: C8c masses but

optically bright, like the C7c band. This picture is consistent

with the observations of different recent experiments12,20,21

and suffices to assess the role of the physical factors we

investigate. The polytype Hamiltonian then reads

He ¼ �
�h2

2

X
i¼x;y;z

ki
1

m�i
ki þ Vcb

c þ qVsp: (1)

Here, m�i is the effective mass along the i direction, which

depends on the crystal phase, ki ¼ �ri; Vcb
c is the 3D con-

finement potential arising from the conduction band-offset

potential between ZB and WZ phases, q is the electron

charge, and Vsp is the electrostatic potential due to the spon-

taneous polarization Psp.

The calculation of strain in polytype QDs deserves a

short discussion. The initial strain in a heterostructure is

given by the lattice mismatch. For a QD of a given material

buried in a matrix of a different material with the same crys-

talline structure, it is zero in the matrix and �0
ii ¼

a
ðmÞ
i �a

ðQDÞ
i

a
ðmÞ
i

in

the QD, where aj
i is the lattice constant in the direction i for

the medium j.22 However, this expression cannot be

employed in polytypes because QD and matrix have differ-

ent crystalline structures. In our case, since we deal with

ZB(111)/WZ(0001) interfaces, we may reason as follows.

The ZB unit cell contains 9 anions and 9 cations, while the

WZ unit cell has the same basis but different height and only

6 pairs of ions (see, e.g., Fig. 1 in Ref. 23). Then, three WZ

unit cells contain the same number of ions as two ZB unit

cells. If the ZB and WZ materials are the same (GaAs in or

case) and under the assumption that the lattices are ideal,

the basis surface of both unit cells is the same, and so is the

height of three WZ unit cells vs. two ZB ones. Therefore, the

strain is ideally zero. This is consistent with theoretical cal-

culations24 and experimental findings9,10,24 pointing at negli-

gible strain, as real lattice constants show but small

deviations from ideal ones. One can then safely disregard it.

Since the strain is weak, so is the piezoelectric potential

and its influence on the energy spectrum. By contrast, the

spontaneous polarization potential Vsp can have a significant

influence. There is no spontaneous polarization in the ZB

phase for symmetry reasons, but it is present in WZ, where

Psp originates from the “eclipsed” dihedral conformation of

layers N and Nþ 2, yielding a non-ideal tetrahedral coordi-

nation and associated electric dipoles. Current estimates for

GaAs are of Psp� 0.0023 C m�2,13,14 about one order of

magnitude weaker than in nitride materials. Since the change

in Psp is large at the ZB/WZ interface, it gives rise to an ab-

rupt change in the built-in electric field, from zero in ZB up

to an approximate constant value F in WZ given by F¼Psp/

e, with e the dielectric constant, and back again to zero in ZB

(see, e.g., Fig. 4 in Ref. 14). Then, the QD acts like a capaci-

tor, with effective negative and positive charges accumulat-

ing at the ZB/WZ and WZ/ZB interfaces, and an almost

linear potential in between (see, e.g., CB profile in the insets

of Fig. 2).

B. Holes

1. Multi-band Hamiltonian

To study the effect of VB mixing, we use a multi-band

k�p Hamiltonian. In order to compare [111]-grown ZB and

[0001]-grown WZ structures systematically, we write the

six-band Hamiltonian employing for both phases the same

basis functions23,25

ju1i ¼ �
1ffiffiffi
2
p j X þ i Yð Þ "i ju4i ¼

1ffiffiffi
2
p j X � i Yð Þ #i

ju2i ¼
1ffiffiffi
2
p j X � i Yð Þ "i ju5i ¼ �

1ffiffiffi
2
p j X þ i Yð Þ #i

ju3i ¼ jZ "i ju6i ¼ jZ #i:

(2)

For [0001] WZ, the resulting Hamiltonian in this basis

reads26

H6B ¼

F �K� �H� 0 0 0

�K G H 0 0
ffiffiffi
2
p

D3

�H H� k 0
ffiffiffi
2
p

D3 0

0 0 0 F �K H
0 0

ffiffiffi
2
p

D3 �K� G �H�

0
ffiffiffi
2
p

D3 0 H� �H k

2
6666664

3
7777775
; (3)

where

F ¼ D1 þ D2 þ kþ h;

G ¼ D1 � D2 þ kþ h;

k ¼ �h2

2me
A1k2

z þ A2k2
?

� �
;

h ¼ �h2

2me
A3k2

z þ A4k2
?

� �
;

K ¼ �h2

2me
A5k2

þ þ DK;

H ¼ �h2

2me
A6kþkz þ DH:

(4)

Here, me is the free electron mass, Ai is the effective mass

parameters, k? ¼ k2
x þ k2

y ; k6 ¼ kx 6 iky; D1 is the crystal

field splitting, D2 and D3 are the spin-orbit matrix elements,

and DK¼DH¼ 0.

For [111] ZB, according to Bir-Pikus,27 the [001] ZB

Hamiltonian—spanned on the basis of Eq. (2)—is first

rotated 45� along the z axis, and then 54.7� along the new y0

125705-2 Climente et al. J. Appl. Phys. 119, 125705 (2016)
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axis. The resulting z0 axis points along the [111] direction,

while x0 and y0 do so along the ½11�2� and ½�110� directions.

The Hamiltonian obtained is formally identical to Eq. (3),

but now

DK ¼ 2
ffiffiffi
2
p �h2

2me
Azk�kz;

DH ¼ �h2

2me
Azk

2
�:

(5)

Additionally, the following relations emerge, which reduce

the number of independent mass parameters to three, as

expected for ZB:

D1 ¼ 0;

D2 ¼ D3 ¼ D=3;

A1 ¼ �c1 � 4c3;

A2 ¼ �c1 þ 2c3;

A3 ¼ 6c3;

A4 ¼ �3c3;

A5 ¼ �c2 � 2c3;

A6 ¼ �
ffiffiffi
2
p
ð2c2 þ c3Þ;

Az ¼ c2 � c3;

(6)

where c1, c2, and c3 are the Luttinger mass parameters.

It is worth noting that H6B—with ZB parameters, Eqs.

(5) and (6)—actually shows all diagonal elements overstabi-

lized by an amount D/3. This is due to the term 1
3
Dðr � JÞ in

the sum of invariants defining H6B,27 which is needed to

yield the Hamiltonian extradiagonal elements H26, H35, H53,

and H62. We recover the zero origin at the top of the HH

band by subtracting D/3 to all diagonal elements of H6B in

the ZB region.

The above considerations prompt us to obtain a

Hamiltonian which is valid for both ZB and WZ regions,

and hence open the possibility of dealing with polytypes.

Since the parameters in the two phases are different, we

should employ a variable mass Hamiltonian.28–31 The use

of bulk multiband Hamiltonian with different parameters in

each phase leads to an abrupt change at the interface. The

resulting matrix functions, though, must be considered to

vary slowly on the scale of the lattice constant but rapidly

on the scale of the envelope changes. Furthermore, the

Hamiltonian must be modified to ensure Hermiticity. In the

one-band model, this was overcome by the use of the Ben

Daniel-Duke kinetic term.32 The extension to multiband

Hamiltonians was initially carried out by means the use of a

symmetrization rule,33 the operator ordering with respect to

the band parameters reflecting the boundary conditions at

the abrupt interface. We have checked that starting from a

conventionally symmetrized [001] ZB Hamiltonian

spanned on the above basis set, Eq. (2), and following the

above-mentioned rotation prescription, we end up with

symmetrized form of the [111] ZB Hamiltonian. All the

same, an envelope function theory for nanostructures

accounting for abrupt interfaces was later developed,34–37

leading to a nonsymmetrized Hamiltonian.38 Therefore, we

implement here a nonsymmetrized or Burt-Foreman form

of the Hamiltonian. Namely,

HBF
6B ¼

F� q j n� 0 0 0

j� Gþ q �n 0 0
ffiffiffi
2
p

D3

g �g� k 0
ffiffiffi
2
p

D3 0

0 0 0 Fþ q j� �n
0 0

ffiffiffi
2
p

D3 j G� q n�

0
ffiffiffi
2
p

D3 0 �g� g k

2
6666664

3
7777775
;

(7)

where

F ¼ D1 þ D2 þ kþ h;

G ¼ D1 � D2 þ kþ h;

k ¼ �h2

2me
kzA1kz þ kxA2kx þ kyA2ky½ �;

h ¼ �h2

2me
kzA3kz þ kxA4kx þ kyA4ky½ �;

j ¼ �h2

2me
�kxA5kx þ kyA5ky þ i kxA5ky þ kyA5kxð Þ½ � þ Dj;

g ¼ �h2

2me
�kzA

þð Þ
6 kþ � kþA

�ð Þ
6 kz

h i
þ Dg;

n ¼ �h2

2me
�kzA

�ð Þ
6 kþ � kþA

þð Þ
6 kz

h i
þ Dn;

q ¼ �h2

2me
iky A

þð Þ
5 � A

�ð Þ
5

� �
kx � ikx A

þð Þ
5 � A

�ð Þ
5

� �
ky

h i
;

Dn ¼ �h2

2me
� kx � ikyð ÞAz kx � ikyð Þ½ �;

Dg ¼ Dn;

Dj ¼ �2
ffiffiffi
2
p �h2

2me
kx þ ikyð ÞA þð Þz kz þ kz A

�ð Þ
z kx þ ikyð Þ

h i
;

(8)

with A5¼A
ðþÞ
5 þA

ð�Þ
5 ;A6¼A

ðþÞ
6 þA

ð�Þ
6 and Az¼AðþÞz þAð�Þz .

In the WZ region, AðþÞz ¼Að�Þz ¼0. In the ZB region, Eqs. (6)

still hold.

The practical hindrance for the use of this Hamiltonian,

especially for studying polytypes, is the lack of available A
ð6Þ
i

coefficients. At this regard, Veprek et al.29 analyzed the spurious

solution problem affecting the k�p envelope function method,

which is related to the lack of ellipticity that the different sets of

parameters confer to the Hamiltonian. They concluded by rec-

ommending the use of a complete asymmetric operator ordering

(A
ðþÞ
i ¼ Ai; A

ð�Þ
i ¼ 0) for several ZB and WZ materials.29,30,39

We have checked that this also applies to GaAs.

We are now in a condition to write the complete

Hamiltonian for holes in polytype QDs

H6B
h ¼ HBF

6B þ Vvb
c � qVsp �

D
3

YZB

� �
I6	6: (9)

Vvb
c and Vsp are the confining and spontaneous polarization

potentials, respectively, which we obtain as described for

electrons. YZB is a heaviside function, YZB¼ 0 in the WZ

phase and YZB¼ 1 in the ZB one.

125705-3 Climente et al. J. Appl. Phys. 119, 125705 (2016)
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2. Single-band Hamiltonian

The use of single-band models for the hole ground state

in GaAs polytypes is justified under certain conditions. In

ZB, the degeneracy between heavy and light hole bands can

be lifted by quantum confinement. In WZ, as can be seen

in Eq. (3), the uppermost band (F) is split from the others

(G, k) by the spin-orbit (D2) and crystal field (D1) splittings,

so degeneracy is lifted even at the C point. Thus, in order to

get the single-band Hamiltonian, we decouple the diagonal

elements corresponding to the F (heavy hole) band from the

rest of the matrix in Eq. (9). This yields

Hh ¼ D1 þ D2 þ
X

i¼x;y;z

�h2

2
ki

1

m�i
ki þ Vvb

c � qVsp �
D
3

YZB;

(10)

where the parameters D1, D2, and m�i take different values in

each crystal phase. In particular, for WZ, mz¼ 1/(A1þA3)

and m?¼ 1/(A2þA4). For ZB, mz¼�1/(c1 � 2c3) and

m?¼�1/(c1þ c3), D1¼ 0, and D2¼D/3.40

C. Excitons

We calculate neutral excitons using single-band

Hamiltonians for both electron and hole

HX ¼ He þ Hh þ Veh; (11)

where Veh is the electron-hole Coulomb interaction, which is

obtained by integrating the Poisson equation in a dielectri-

cally inhomogeneous environment.

D. System and parameters

We take ZB GaAs material parameters from Ref. 41. As

for WZ GaAs, we take electron effective masses from Ref.

18, VB ones from Ref. 42, and the spontaneous polarization

Psp¼ 0.0023 C m�2 from Ref. 13. Lacking more precise in-

formation for WZ, we use a dielectric constant e¼ 13.18 for

both phases.43

To define Vcb
c and Vvb

c , we consider either ZB QDs em-

bedded in WZ nanowires, see Fig. 1(a), or WZ QDs embed-

ded in ZB nanowires, see Fig. 1(b). The corresponding band

offset values, represented in the figure, are taken from

Ref. 8. The nanowires are assumed to be surrounded by an

insulating material with Vcb
c ¼ �Vvb

c ¼ 5 eV and e¼ 4.

We use Comsol 4.2 to solve numerically the

Hamiltonians described above. Vsp is obtained by calculating

the polarization charge density q¼�r� Psp and solving the

Poisson equation, r � ½erV� ¼ q. Next, Hamiltonians He,

H6B
h , and Hh are integrated using finite elements. As for HX,

converged interacting electron and hole states are obtained

by using an iterative Schr€odinger-Poisson scheme.

III. RESULTS

A. Electrons

We start by investigating the ground state of a single

electron in a ZB QD, like that in Fig. 1(a). The QD is hexag-

onal, with a typical radius of the circumscribed circle,

R¼ 50 nm, and variable thickness L. The results are plotted

in Fig. 2, where we compare calculations with the expected

spontaneous polarization of GaAs, Psp¼ 2.3 	 10�3 C m�2

(solid line), and calculations with an artificially weakened

polarization, Psp¼ 2.3 	 10�4 C m�2 (dashed line). It is

clear from the figure that, except for thin dots (L< 5 nm), Psp

plays a critical role in determining the electron energy.

Under full polarization, the energy shows a linear depend-

ence with L, determined by the capacitor-like built-in electric

field. By contrast, under weakened polarization, the linear re-

gime is preceded by a quadratic one (up to L � 10 nm),

which is determined by quantum confinement. The magni-

tude of the energy stabilization is also very different. In fact,

for Psp¼ 2.3 	 10�3 C m�2 and large L, the electric field

leads to energies well below the CB bottom of bulk ZB.

These results are qualitatively similar to those obtained

by Jahn and co-workers using a simpler 1D model with zinc-

blende masses15 and confirm that the spontaneous polarization

in GaAs polytypes cannot be neglected, at least at a single par-

ticle level. As we shall see below, in Section III C, the same is

true for excitons in spite of the electron-hole attraction.

FIG. 1. (a) Sketch of ZB QD embedded in WZ wire and corresponding

band-offset profile. (b) Same but for WZ QD embedded in ZB wire.

FIG. 2. Energy of the electron ground state in a ZB QD with realistic (solid

line) and weakened (dashed line) spontaneous polarization, as a function of

the dot thickness. Note the strong influence. The insets show the wave func-

tions and band profiles for L¼ 10 nm.
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The insets in Fig. 2 show the electron wave function and

band profile for the full and weakened polarization values.

Notice that Psp pushes the electron towards the ZB/WZ inter-

face and induces substantial spreading into the WZ phase.

The precise control of the thickness in GaAs polytype

QD, recently achieved by Vainorius et al.,9 suggests such

structures could be used to build perfectly symmetric pairs

of QDs. In principle, this could enable the formation of QD

molecules with homonuclear character, unlike in self-

assembled InAs/GaAs structures where the inherent struc-

tural asymmetries can only be overcome with external

fields.44 Symmetric molecules can be of interest for applica-

tions like optical qubits45 or the development of superlattices

with maximized coherent tunneling for solar cell devices.46

However, the results of Fig. 2 suggest that the strong influ-

ence of Psp can introduce significant asymmetries in the

band profile of symmetric molecules. This is confirmed in

Fig. 3, where one can see that for two identical ZB QDs sep-

arated by a thin WZ barrier, the electron wave function local-

izes mostly in one of the dots. This effect is already

noticeable if the system has weakened Psp (upper plot), and

it becomes dramatic for full Psp (lower plot), when tunneling

is almost nearly suppressed.

B. Holes

The energetics of holes in WZ QDs is qualitatively simi-

lar to that of electrons in ZB dots. In this section, we focus

on the role of VB mixing instead. In particular, we assess the

validity of the usual assumption that the ground state has a

well defined, single-band, HH character.9–12

The eigenfunctions of Hamiltonian H6B
h are six-

component spinors of the form: W6B
h ¼

P6
i¼1 fiðrÞjuii, where

fi(r) is the envelope function associated with the juii Bloch

function. The weight of an individual component is com-

puted as jfij2. As can be seen in Eq. (2), HH character corre-

sponds to Bloch functions ju1i (spin up) and ju4i (spin

down), i.e., the F band of Hamiltonian HBF
6B . To disentangle

spin up and down components, a small Zeeman-like term is

included in Eq. (9), Dz ¼ BlBgJz, where B¼ 1 T is the lon-

gitudinal magnetic field, lB is the Bohr magneton, g¼ 4/3 is

the hole g-factor, and Jz is the angular momentum z-compo-

nent diagonal matrix (with elements 63/2, 61/2).

We first estimate the total HH character from

ðjf1j2 þ jf4j2Þ. Fig. 4(a) shows the normalized HH weight for

the ground state of WZ QDs. The QDs structure is that of Fig.

1(b), with the radius R and thickness L varying within a pa-

rameter space enabled by state-of-the-art fabrication, which

includes the regime of quantum confinement in the radial

direction.9,10 One can see that the ground state has almost

exclusive HH character except for very thin radii, R< 5 nm.

In this region, the ground state rapidly switches from mainly

F band (HH) to mainly k band character, as shown in Fig.

4(a) inset. The origin of the ground state change can be under-

stood as follows. In the bulk limit, the F band of wurtzite is

stabilized with respect to G and k bands by the crystal field

and spin-orbit splittings. However, the radial mass of F-band

holes in WZ is mF
? ¼ 1=ðA2 þ A4Þ ¼ �0:13, much lighter

than that of k-band holes, mk
? ¼ 1=A2 ¼ �0:617. Therefore,

with increasing radial confinement, the latter become more

stable. It is worth noting that k holes are very light in the

[0001] direction, mk
z ¼ 1=A1 ¼ �0:05. As a consequence,

their kinetic energy exceeds the small band offset of the WZ/

ZB interface, and the wave function tends to localize outside

the QD, as shown in Fig. 4(b). This result is a consequence of

the radial confinement, and it is also found when the sponta-

neous polarization is neglected (not shown).

The change of ground state character we report here

should be observable in the narrowest wires synthesized by

Loitsch et al.10,11 Since the symmetry of the k band Bloch

functions (ju3i and ju6i in Eq. (2)) is different from that of

HHs, it should be seen in experiments as a change in the

polarization of interband optical transitions.

Next, we analyze the HH spin admixture by representing

the ratio between the weight of spin up and down HH,

jf1j2=jf4j2. This is done for QDs in the presence and absence

of Psp, Figs. 4(c) and 4(d), respectively. A remarkable obser-

vation is that moderate radial or vertical confinement leads

to significant spin mixing between the Zeeman split levels.

This is because the off-diagonal elements of Hamiltonian (7)

scale with k? and kz. Note that, in the presence of Psp, the

spin mixing takes place even for large L, because the vertical

electrostatic confinement does not vanish with the dot thick-

ness. Interestingly, the confinement leads to admixture

between spin up and down F-band holes but coupling with G
and k bands remains negligible (recall Fig. 4(a) inset).

The spin mixing of HHs has influence on the magnetic

properties of WZ/ZB QDs. For example, the values of the

effective g-factors are often determined as g¼ (Eþ(B) � E�
(B))/lBB, where E6(B) is the energy of opposite spin projec-

tions under a magnetic field B. We have calculated the g fac-

tor at B¼ 1 T switching on and off the spin-orbit term D in

Hamiltonian (7). This leads to g factors with enabled (gso)

and suppressed (g0) spin mixing. In Fig. 5, we plot the ratio

gso/g0 in two instances: QDs with (a) and without (b) sponta-

neous polarization. One can see that for strong confinement,

band mixing can enhance g factor values up to a factor of

2–3. Unlike in other QD systems, where the confinement

symmetry plays a critical role in determining the spin admix-

ture strength,47 the mixing in polytypes is robust against

FIG. 3. Electron wave function and band profile in a ZB-WZ-ZB molecule

with weakened and full Psp. Both ZB QDs and the WZ barrier have thick-

ness L¼ 4 nm.
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symmetry changes, as similar numbers are obtained if one

replaces hexagonal wires by triangular48 (Figs. 5(c) and

5(d)) or cylindrical (Figs. 5(e) and 5(f)) ones.

Recent experiments with GaAs polytype QDs revealed

strong dispersion of the measured excitonic g-factors

depending on the confinement strength.12 As Fig. 5 shows,

due to the VB mixing, the hole g-factor value can fluctuate

substantially for different QD dimensions. This may partially

explain the experimental observation.

One concludes from this section that the HH description

of the ground state is valid except for small diameter wires,

when a k-band ground state is formed. However, in the pres-

ence of magnetic fields, one should be aware that VB mixing

can strongly couple spin up and down HH states. We stress

that such a spin mixing is mediated by excited (light-hole

like) G and k states, although they barely couple to the ground

state themselves. In fact, as we show in the Appendix, the

mixing cannot be described with effective two-band

Hamiltonians. It is an intrinsic many-band coupling effect.

C. Excitons

In what follows, we investigate the influence of confine-

ment and spontaneous polarization on the properties of the

ground state exciton. In order to compare with available

experiments, we restrict to radii R
 5 nm, where the single-

band HH description is valid. The exciton state is thus calcu-

lated with Eq. (11), which fully accounts for electron-hole

Coulomb interaction.

Figure 6 shows the exciton energy in WZ QDs embed-

ded in ZB wires, panels (a) and (b), and ZB QDs embedded

in WZ wires, panels (d) and (e). The left column corresponds

to full spontaneous polarization, Psp¼ 2.3 	 10�3 C m�2,

and the right one to artificially weakened polarization,

Psp¼ 2.3 	 10�4 C m�2.49 One can see that for the realistic

value of Psp, the exciton energy has a very strong depend-

ence on both the QD radius and thickness. The wavelength

tunability is actually remarkable, as the energy can be tuned

by over 700 meV, well above and below the bulk band gap

(1.51 eV), from 1.65 eV (visible) to 1.0 eV (near infrared).

For weak Psp, instead, the tunability is reduced. Radial quan-

tum confinement still plays a role, enabling exciton emission

up to 1.65 eV for the narrowest wires. By contrast, the influ-

ence of the dot thickness is largely suppressed, as in the

single-particle case we saw in Fig. 2. Consequently, the low-

erbound exciton emission is only 1.41 eV, roughly the indi-

rect band gap between the bottom of the ZB CB and the top

of the WZ VB, see Fig. 1, which is the smallest possible

energy allowed by quantum confinement alone.

It is worth noting that for large thicknesses, the electron-

hole overlap decreases. This effect is especially pronounced

in the presence of full Psp, as shown in Figs. 6(c) and 6(f),

where it can be seen that the exciton electron and hole wave

functions localize at opposite interfaces. For this reason, the

exciton becomes gradually dark, and optical experiments

may not be able to observe low energy states.

FIG. 4. (a) Weight of the HH (F band)

component in the hole ground state,

ðjf1j2 þ jf4j2Þ=
P
jfij2, as a function of

dot radius and thickness in a WZ QD.

The inset shows the weight of each

subband for L¼ 4 nm. The ground state

changes from F band (HH) to k band

for radii under 5 nm. (b) Confining

potential (red) and k hole envelope

wave function (green) along the z axis

for a QD with L¼ 4 nm and

R¼ 2.5 nm. The k hole is not confined

owing to its small mass. (c) and (d)

Weight of spin down HH component,

jf4j2=
P
jfij2, with and without Psp,

respectively.

FIG. 5. Ratio of hole g-factors calculated with and without VB mixing, gso/

g0. (a) and (b) Hexagonal QDs in the presence and absence of Psp, respec-

tively. (c) and (d) Same but for triangular QDs. (e) and (f) Same but for cy-

lindrical QDs. For the sake of comparison, the nominal radius refers to the

circumscribed circle of the triangle. For hexagons and cylinders, the actual

radius is scaled so as to preserve the same area as the triangle.
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To better compare the optical properties of WZ QDs and

ZB QDs, in Fig. 7, we plot the exciton energy as a function

of the dot thickness. Two representative cases are consid-

ered. In Fig. 7(a), we study typical QDs, with large radius,

R¼ 50 nm and full Psp. In this case, the thickness depend-

ence is linear for both WZ and ZB, owing to the large

built-in electric field coming from Psp, as already noted for

electrons in Fig. 2. It follows that the spontaneous polariza-

tion prevails over Coulomb interactions in GaAs polytypes.

This validates similar theoretical predictions obtained for ZB

QDs at a single-particle level,15 which here we extend to WZ

QDs. Besides, we find that excitons in WZ QDs (green line)

have lower energy than those in ZB QDs (red line), regard-

less of L. This is due to the smaller kinetic energy of the con-

fined carrier, as for holes in WZ mz¼ 0.89, while for

electrons in ZB mz¼ 0.067. For the same reason, holes leak

out of the QD to a lesser extent than electrons.

Consequently, the electron-hole overlap—proportional to the

size of dots in Fig. 7—is also weaker for WZ QDs.

Interestingly, the behavior described above changes

drastically when one switches to QDs with strong radial

confinement. This can be seen in Fig. 7(b), which corre-

sponds to QDs with R¼ 5 nm. First, the thickness depend-

ence becomes quadratic in spite of Psp. This is because the

radial confinement provides enough energy for the carriers to

escape from the electrostatic potential wells. The resulting

wave functions are no longer localized near the WZ/ZB

interface, but rather all over the QD, see Fig. 7(c). Hence,

they become sensitive to the quantum confinement in the

growth direction. Second, ZB becomes the lowest emitting

structure for thin dots (L< 15 nm). The origin of this inver-

sion can be inferred from Fig. 7(c) as well. The electron in

the ZB QD can compensate for the strong radial confinement

by penetrating into the WZ region, but the hole in the WZ

QD cannot. This is again due to the relative masses mz of the

confined carrier. Third, the electron-hole overlap is enhanced

with respect to that of large diameter QDs, for both WZ and

ZB (compare the size of the circles in Figs. 7(a) and 7(b)).

This is also connected with the confined carrier delocalizing

all over the QD and penetrating into the wire crystal phase,

which reduces the separation from the outer carrier. In other

words, the radial confinement induces a gradual transition

FIG. 6. Exciton energy as a function of

radius and thickness in WZ QDs with

full Psp (a) or weakened Psp (b). (c)

Excitonic electron and hole wave func-

tions for a WZ QD with (R, L)¼ (50,

30) nm and full Psp. (d)–(f) Same but

for ZB QDs.

FIG. 7. (a) Exciton energy vs thickness

in WZ (green) and ZB (red) QDs with

R¼ 50 nm. (b) Same but with

R¼ 5 nm. Note the qualitative change

in behavior between the two radii. The

size of the circles is proportional to the

electron-hole envelope function over-

lap. (c) Wave function of exciton’s

electron in a ZB QD (left) and hole in

a WZ QD (right), both with (R,

L)¼ (5, 5) nm. (d) Exciton Coulomb

energy vs QD radius, with L¼ 4 nm.
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from the usual type-II behavior of GaAs polytype QDs to a

type-I one. One then concludes that reverse reaction

growth10 can be used for structural designs which improve

the absorption strength and reduce the radiative lifetime of

GaAs polytypes, as previously proposed for other (spontane-

ous polarization free) materials.50

We note that the type-II to type-I transition is partially

stimulated by Coulomb interaction. As shown in Fig. 7(d),

the exciton binding energy scales up with radial confinement.

For small radii, it reaches several tens of meV, the same

order of magnitude as the ZB/WZ band offsets. As a result,

it helps bring electron and hole closer together in the growth

direction.

Before closing this section, we briefly discuss the rela-

tion of the results in Fig. 7 with those of available experi-

ments. Vainorius and co-workers recently measured the

pholuminescence of WZ and ZB QDs with variable thick-

ness and large radii, R� 45–60 nm.9 They found that WZ

emission is redshifted with respect to ZB one by a few tens

of meV, in agreement with our Fig. 7(a). However, in their

experiments, the emission energy was less sensitive to L.

From L¼ 5 nm to 30 nm, the exciton emission in ZB QDs

redshifted by about 60 meV, one order of magnitude less

than we predict. They noted that a similar redshift could be

obtained in theory if one considers quantum confinement

only. We have confirmed this with our model, by considering

excitons under weakened polarization (not shown).51 The

question then arises of whether the experimental system had,

for some reason, suppressed spontaneous polarization at the

ZB/WZ GaAs interface. Lacking more precise information

about the system, at present we can only speculate for possi-

ble reasons. In some InAs polytypes, interface charges origi-

nating in spontaneous polarization were found to be

concealed by dopant carriers.52 Even in undoped wires, unin-

tentional doping or migrating surface charges may play such

a role.53 Certainly, GaAs has a wider band gap and stronger

spontaneous polarization than InAs13 but, having uncapped

wires, the authors of Ref. 9 mentioned that surface charges

were possibly present in their samples, inducing fluctuations

of tens of meV among QDs of the same thickness but differ-

ent diameter. Therefore, dopant compensation of Psp charges

may be taking place. New experiments with capped GaAs/

AlGaAs wires could study the linear or quadratic depend-

ence on L to confirm the presence of spontaneous polariza-

tion. An alternative explanation could be related to the

emission brightness. In the presence of full Psp, we expect

the ground state electron-hole overlap to decrease with L, see

Fig. 7(a). For thick QDs, the overlap is so small that the

ground state should be optically dark. If this is the case in

Ref. 9, the measured photoluminescence may be arising not

from the ground state but from higher energy exciton states,

whose brightness is increasingly larger. This would be con-

sistent with the fact that the experiments did not observe any

systematic effect of the QD thickness on the photolumines-

cence intensity,54 even though one would expect fading in-

tensity as the ground state becomes darker. At this regard,

we note that, even for weakened Psp¼ 2.3 	 10�4 C m�2,

when the calculated redshift is similar to the experimental

one, we find an order of magnitude decrease in the ground

state electron-hole overlap with L, which should be visible

experimentally.

As for the radius dependence, the experiments of Loitsch

et al.10,11 reported exciton emission up to 1.610 eV for WZ

QDs with R� 6.5 nm and random thickness, which is blue-

shifted by 100 meV with respect to bulk GaAs. According to

our estimates in Fig. 7(b), for thin dots, one could reach even

stronger blueshifts. In addition, the experiments measured

excitonic lifetimes ranging between 0.5 and 0.8 ns, roughly

one order of magnitude shorter than the values observed in

large radius QDs (3–8 ns).8 This was taken as being indicative

of a type-II to type-I transition, which is actually consistent

with our prediction for increasing radial confinement. For a

more quantitative comparison, we consider that the exciton

lifetime (s) relates to the electron-hole overlap Seh as

s / 1=S2
eh. We take a WZ QD with R¼ 7 nm and another

with R¼ 50 nm. As can be seen in Fig. 7, the overlap is sensi-

tive to the exact dot thickness L. Experimentally, we only

know that in Refs. 10 and 11 L takes unknown values from

the twin plane limit up to �10 nm.55 Assuming an average

L¼ 5 nm, the calculated exciton lifetime is 3.5 times shorter

in the R¼ 7 nm QD. The ratio increases to 30 if one considers

R¼ 5 nm instead, because the stronger radial confinement fur-

ther promotes the type-I behavior. It also increases to 10

assuming QDs with L¼ 10 nm, because the spontaneous

polarization enhances the type-II character, especially in the

QD with weak radial confinement. All these values are close

to the experimental range.

New experiments systematically comparing ZB and WZ

dots with small diameter would be useful to confirm the

other new phenomena we predict in this regime, namely, the

change of the VB forming the hole ground state under

R¼ 5 nm (k band), and the fact that ZB QDs emit at lower

energies than WZ ones for short L.

IV. CONCLUSION

We have developed a k�p model to investigate WZ/ZB

polytype QDs, including 3D confinement, spontaneous

polarization effects, VB coupling through a Burt-Foreman

six-band Hamiltonian, and electron-hole Coulomb interac-

tion for excitons. When applied to GaAs QDs, we find a

number of relevant observations:

(i) Contrary to what is often assumed, the spontaneous

polarization in GaAs is not negligible; it should domi-

nate the electronic structure for QDs with thickness

above �5 nm.

(ii) The hole ground state has nearly pure HH character

except for the narrowest wires, R< 5 nm, when it

switches to k band.

(iii) When subject to a magnetic field, the HH ground

states experience a strong spin mixing, mediated by

excited valence bands.

(iv) The strong radial confinement brings about a transition

from indirect (type-II) to direct (type-I) excitons and par-

tially masks spontaneous polarization effects. Besides,

ZB QDs start emitting at lower energies than WZ QDs.
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Further experiments are called for to confirm the above

points, which should help improve current understanding of

the behavior and opportunities of these promising structures.
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APPENDIX: THE EFFECTIVE HAMILTONIAN

The spin mixing observed in Section II B basically

involves the energetically close HH up ju1i and down ju4i
states. It originates from the spin-orbit interaction term

Dso ¼
ffiffiffi
2
p

D3, as no mixing occurs if we set Dso¼ 0, due to

the resulting block form of Hamiltonian (3), thus preventing

the interaction between spin up and spin down states. Also, it

is the result of a complex multiband interaction that cannot

be reduced to an effective two band model. We can show it

by reordering and splitting the basis vectors as follows,

ffju1i; ju4ig; fju2i; ju3i; ju5i; ju6igg, that turns the

Hamiltonian (3) into:

(A1)

where X¼F, G, k differs from X0 in a small jlBBJz Zeeman

term.

The 2	 2 effective Hamiltonian Hef f ¼ HAA

þHABðIBB E� HBBÞ�1HBA, with IBB the 4	 4 identity ma-

trix, is usually approximated by setting ðHBBÞij � EBB
i dij that

allows an straightforward calculation of the inverse involved

in the effective Hamiltonian, so that

Hef fð Þij ¼ HAAð Þij �
X
k2B

HAB
ik HBA

kj

EBB
k � E

: (A2)

However, the particular form of HAB and HBA leads to zero

extradiagonal elements for this approximate effective

Hamiltonian.

A more elaborate, but still simple, approximate effective

Hamiltonian is obtained by setting H � 0; G � G0, and k�k0

in HBB, thus yielding a twofold (cross-like) diagonal matrix.

Its inverse M¼ðIBB E�HBBÞ�1
is still a twofold cross-like di-

agonal matrix, and the product HABMHBA is diagonal again.

Similar results are obtained by employing the Lowdin

perturbation theory to account for the action of

fju2i; ju3i; ju5i; ju6ig on the Hamiltonian expanded in the

fju1i; ju4ig basis set.

A multi-band Hamiltonian is needed to enable strong

interaction between two states corresponding to the basis i
and j despite Hij¼ 0. One of the simpler Hamiltonians illus-

trating this point would involve the basis set fju1i; ju2i; ju3ig

F 0 D1

0 F0 D2

D1 d2 X

2
4

3
5: (A3)

ju1i � ju3i mixing occurs at first order, c
ð1Þ
13 ¼ H31

DE13
, while

ju1i � ju2i interaction holds at second order,

c
ð2Þ
12 ¼ H23H31

DE12DE13
¼ c

ð1Þ
13

H23

DE12
¼ D2

F�F0. However, for a small

Zeeman splitting, jF� F0j � D2. Then, c
ð1Þ
13 � c

ð2Þ
12 .

1D. M. Talapin and Y. Yin, J. Mater. Chem. 21, 11454 (2011).
2W. J. Baumgardner, Z. Quan, J. Fang, and T. Hanrath, Nanoscale 4, 3625

(2012).
3J. J. Finley, M. Sabathil, P. Vogl, G. Abstreiter, R. Oulton, A. I.

Tartakovskii, D. J. Mowbray, M. S. Skolnick, S. L. Liew, A. G. Cullis, and

M. Hopkinson, Phys. Rev. B 70, 201308(R) (2004).
4S. E. Economou, J. I. Climente, A. Badolato, A. S. Bracker, D. Gammon,

and M. F. Doty, Phys. Rev. B 86, 085319 (2012).
5H. Kim, S. M. Thon, P. M. Petroff, and D. Bouwmeester, Appl. Phys. Lett.

95, 243107 (2009).
6N. Akopian, G. Patriarche, L. Liu, J.-C. Harmand, and V. Zwiller, Nano

Lett. 10, 1198 (2010).
7P. Caroff, J. Bolinsson, and J. Johansson, IEEE J. Sel. Top. Quantum

Electron. 17, 829 (2011).
8D. Spirkoska, J. Arbiol, A. Gustafsson, S. Conesa-Boj, F. Glas, I. Zardo,

M. Heigoldt, M. H. Gass, A. L. Bleloch, S. Estrade, M. Kaniber, J.

Rossler, F. Peiro, J. R. Morante, G. Abstreiter, L. Samuelson, and A.

Fontcuberta i Morral, Phys. Rev. B 80, 245325 (2009).
9N. Vainorius, S. Lehmann, D. Jacobsson, L. Samuelson, K. A. Dick, and

M.-E. Pistol, Nano Lett. 15, 2652 (2015).
10B. Loitsch, D. Rudolph, S. Mork€otter, M. D€oblinger, G. Grimaldi, L.

Hanschke, S. Matich, E. Parzinger, U. Wurstbauer, G. Abstreiter, J. J.

Finley, and G. Kolbm€uller, Adv. Mater. 27, 2195 (2015).
11B. Loitsch, J. Winnerl, G. Grimaldi, J. Wierzbowski, D. Rudolph, S.

Mork€otter, M. D€oblinger, G. Abstreiter, G. Kolbm€uller, and J. J. Finley,

Nano Lett. 15, 7544 (2015).
12P. Corfdir, B. V. Hattem, E. Uccelli, S. Conesa-Boj, P. Lefebvre, A.

Fontcuberta i Morral, and R. T. Phillips, Nano Lett. 13, 5303 (2013).
13A. Belabbes, J. Furthm€uller, and F. Bechstedt, Phys. Rev. B 87, 035305

(2013).
14B. Bauer, J. Hubmann, M. Lohr, E. Reiger, D. Bougeard, and J. Zweckb,

Appl. Phys. Lett. 104, 211902 (2014).
15U. Jahn, J. L€ahnemann, C. Pf€uller, O. Brandt, S. Breuer, B. Jenichen, M.

Ramsteiner, L. Geelhaar, and H. Riechert, Phys. Rev. B 85, 045323

(2012).
16D. Spirkoska, Al. L. Efros, W. R. L. Lambrecht, T.

Cheiwchanchamnangij, A. Fontcuberta i Morral, and G. Abstreiter, Phys.

Rev. B 85, 045309 (2012).
17Al. L. Efros and W. R. L. Lambrecht, Phys. Rev. B 89, 035304 (2014).
18A. De and C. E. Pryor, Phys. Rev. B 81, 155210 (2010).
19F. Bechstedt and A. Belabbes, J. Phys.: Condens. Matter 25, 273201

(2013).
20G. Signorello, E. L€ortscher, P. A. Khomyakov, S. Karg, D. L. Dheeraj, B.

Gotsmann, H. Weman, and H. Riel, Nat. Commun. 5, 3655 (2014).
21A. M. Graham, P. Corfdir, M. Heiss, S. Conesa-Boj, E. Uccelli, A.

Fontcuberta i Morral, and R. T. Phillips, Phys. Rev. B 87, 125304

(2013).
22F. Rajadell, M. Royo, and J. Planelles, J. Appl. Phys. 111, 014303 (2012)

(see supplementary material).
23P. E. Faria Junior and G. M. Sipahi, J. Appl. Phys. 112, 103716 (2012).
24J. L€ahnemann, O. Brandt, U. Jahn, C. Pf€uller, C. Roder, P. Dogan, F.

Grosse, A. Belabbes, F. Bechstedt, A. Trampert, and L. Geelhaar, Phys.

Rev. B 86, 081302(R) (2012).
25S.-H. Park and S.-L. Chuang, J. Appl. Phys. 87, 353 (2000).
26S. L. Chuang and C. S. Chang, Phys. Rev. B 54, 2491 (1996).
27G. L. Bir and G. E. Pikus, Symmetry and Strain-Induced Effects in

Semiconductors (Wiley, New York, 1974).
28F. Mireles and S. Ulloa, Phys. Rev. B 62, 2562 (2000).
29R. G. Veprek, S. Steiger, and B. Witzigmann, Phys. Rev. B 76, 165320

(2007).

125705-9 Climente et al. J. Appl. Phys. 119, 125705 (2016)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  84.123.199.90 On: Thu, 31 Mar 2016

15:08:07

Electrons, holes and excitons in GaAs polytype quantum dots 243



30R. G. Veprek, S. Steiger, and B. Witzigmann, Opt. Quantum Electron. 40,

1169 (2008).
31M. F. Schubert, Phys. Rev. B 81, 035303 (2010).
32D. J. Ben Daniel and C. B. Duke, Phys. Rev. 152, 683 (1966).
33R. Eppenga, M. F. H. Schuurmans, and S. Colak, Phys. Rev. B 36, 1554

(1987).
34M. G. Burt, J. Phys.: Condens. Matter 4, 6651 (1992); 11, 53 (1999).
35B. A. Foreman, Phys. Rev. Lett. 80, 3823 (1998); Phys. Rev. B 48,

4964(R) (1993); 56, R12748 (1997).
36P. N. Stavrinou and R. van Dalen, Phys. Rev. B 55, 15456 (1997).
37E. P. Pokatilov, V. A. Fonoberov, V. M. Fomin, and J. T. Devreese, Phys.

Rev. B 64, 245328 (2001).
38Further research has been developed to improve the asymmetric or Burt-

Foreman Hamiltonian, which brought about additional interface terms, see

e.g. B. A. Foreman, Phys. Rev. B 72, 165345 (2005); J. Phys.: Condens.

Matter 18, 1335 (2006); Phys. Rev. B 75, 235331 (2007). In Hamiltonian

(7), we disregard them. In fact, we have checked that even using a symme-

trized Hamiltonian the band coupling we observe is qualitatively consist-

ent with that of Fig. 4.
39X. Zhou, F. Bertazzi, M. Goano, G. Ghione, and E. Bellotti, J. Appl. Phys.

116, 033709 (2014).
40One could improve Hh, Eq. (10) by including the influence of decoupled

bands on the HH effective mass. This can be done, e.g., by fitting inde-

pendently the WZ and ZB one-band mass parameters from a series of 6-

band vs. one-band calculations. For the QDs we simulate, we have

checked this leads to minor corrections. Since our study is of qualitative

character, we have disregarded them.
41I. Vurgaftman, J. R. Meyer, and L. R. Ram-Mohan, J. Appl. Phys. 89,

5815 (2001).

42T. Cheiwchanchamnangij and W. R. L. Lambrecht, Phys. Rev. B 84,

035203 (2011).
43S. Adachi, J. Appl. Phys. 58, R1 (1985).
44A. S. Bracker, M. Scheibner, M. F. Doty, E. A. Stinaff, I. V. Ponomarev,

J. C. Kim, L. J. Whitman, T. L. Reinecke, and D. Gammon, Appl. Phys.

Lett. 89, 233110 (2006).
45M. Bayer, P. Hawrylak, K. Hinzer, S. Fafard, M. Korkusinski, Z. R.

Wasilewski, O. Stern, and A. Forchel, Science 291, 451 (2001).
46S. Tomic, T. S. Jones, and N. M. Harrison, Appl. Phys. Lett. 93, 263105

(2008).
47J. Planelles, F. Rajadell, and J. I. Climente, Phys. Rev. B 92, 041302(R)

(2015).
48J. Zou, M. Paladugu, H. Wang, G. J. Auchterloine, Y.-N. Guo, Y. Kim, Q.

Gao, H. J. Joyce, H. H. Tan, and C. Jagadish, Small 3, 389 (2007).
49Using weakened Psp instead of null Psp allows us to calculate single parti-

cle states confined in the wire phase, which form near the WZ/ZB inter-

face. These states would otherwise spread all over the wire and form a

poor starting point for the exciton self-consistent calculation.
50L. Zhang, J.-W. Luo, A. Zunger, N. Akopian, V. Zwiller, and J.-C.

Harmand, Nano Lett. 10, 4055 (2010).
51Unlike the calculations of Ref. 9, we consider Coulomb interaction and

different masses for each crystal phase.
52C. Thelander, P. Caroff, S. Plissard, A. W. Dey, and K. Dick, Nano Lett.

11, 2424 (2011).
53M. Hjort, S. Lehmann, J. Knutsson, A. A. Zakharov, Y. A. Du, S. Sakong,

R. Timm, G. Nylund, E. Lundgren, P. Kratzer, K. A. Dick, and A.

Mikkelsen, ACS Nano 8, 12346 (2014).
54M. E. Pistol, private communication (2015).
55B. Loitsch, private communication (2015).

125705-10 Climente et al. J. Appl. Phys. 119, 125705 (2016)

 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  84.123.199.90 On: Thu, 31 Mar 2016

15:08:07

244 Publications



Piezoelectric Control of the Exciton Wave Function in Colloidal CdSe/
CdS Nanocrystals
Carlos Segarra,† Juan I. Climente,† Anatolii Polovitsyn,‡ Fernando Rajadell,† Iwan Moreels,‡

and Josep Planelles*,†

†Departament de Química Física i Analítica, Universitat Jaume I, E-12080 Castello ́ de la Plana, Spain
‡Istituto Italiano di Tecnologia, Via Morego 30, IT-16163 Genova, Italy

*S Supporting Information

ABSTRACT: Using multiband k·p calculations, we show that strain-engineered piezo-
electricity is a powerful tool to modulate the electron−hole spatial separation in a wide class of
wurtzite CdSe/CdS nanocrystals. The inherent anisotropy of the hexagonal crystal structure
leads to anisotropic strain and, consequently, to a pronounced piezoelectric field along the c
axis, which can be amplified or quenched through a proper design of the core−shell structure.
The use of large cores and thick shells promotes a gradual departure from quantum confined
nanocrystals to a regime dominated by piezoelectric confinement. This allows excitons to
evolve from the usual type-I and quasi-type-II behavior to a type-II behavior in dot-in-dots,
dot-in-rods, rod-in-rods, and dot-in-plates. Piezoelectric fields explain experimental
observations for giant-shell nanocrystals, whose time-resolved photoluminescence reveals
long exciton lifetimes for large cores, contrary to the expectations of standard quantum
confinement models. They also explain the large differences in exciton lifetimes reported for
different classes of CdSe/CdS nanocrystals.

The spatial separation between electrons and holes in
colloidal semiconductor nanocrystals (NCs) is a critical

parameter that impacts the exciton emission lifetime,1 Auger
recombination rate,2−4 electron−hole exchange interaction,5

charge separation time,6 and other properties of interest for
optoelectronic devices such as LEDs, lasers, photovoltaic cells,
or photocatalysts.7 Control of the electron−hole separation is
usually achieved by means of band gap engineering in core/
shell hetero-NCs. An additional control mechanism was
proposed for CdTe/ZnSe NCs, which exploited the epitaxial
strain arising from the large lattice mismatch between the two
materials (13.4%).8 The growth of a thick compressive shell
around the core shifts the core band edges via the deformation
potential, leading to a gradual transition from (unstrained)
type-I band alignment to a (fully strained) type-II one.
Subsequently, the influence of strain on the band structure
and electron−hole wave functions was investigated in other
core/shell structures including CdSe/CdTe (6.7% lattice
mismatch),6,9 ZnSe/ZnTe (7%),10,11 and CdS/ZnS (7%).12−14

In materials with a smaller lattice mismatch, strain-driven
localization of carriers is less efficient, as the band edges are
shifted only moderately. This is unfortunate because weakly
strained NCs are less prone to interfacial defects and, hence, are
preferred for their higher photoluminescence quantum yields.15

This is the case of CdSe/CdS NCs,16 (4.4% for zinc-blende
(ZB), 4% and 3.8% along the a and c axes in wurtzite (WZ)),
which are structures of particular interest owing to their
monodispersity, reduced blinking, narrow emission line width
and high quantum yield.17,18 Several types of core−shell CdSe/
CdS heterostructures have been synthesized in the past decade:

dot-in-dots (DiDs),2,15,17−21 dot-in-rods (DiRs),22−25 dot-in-
plates (DiPs),26 rod-in-rods (RiRs),27,28 tetrapods,29,30 and
octapods.31 Carrier localization in these systems is generally
assumed to be set by quantum confinement. The smaller gap of
CdSe favors localization of both electron and hole inside the
core (type-I exciton), but as the core size decreases, the
electron kinetic energy allows it to overcome the CB offset
barrier, delocalizing over both core and shell (quasi-type-II
exciton).2,5,24,32 Note, however, that the spatial separation
between electron and hole is typically restricted to small core
systems and is ultimately limited by Coulomb interaction,
which binds the electron to the vicinity of the hole.32,33

Very recently, a study on CdSe/CdS RiRs with giant core
and shell reported extremely long exciton lifetimes (up to 4400
ns).28 This is 1 order of magnitude longer than any reported
values for giant-shell CdSe/CdS DiDs5,18 and two longer than
those of DiR or core-only NCs,24,28 which reflects a truly type-
II behavior with well separated electrons and holes. It was
shown that such exotic properties followed from the strain-
induced piezoelectric (PZ) charges arising at the CdSe/CdS
interfaces along the WZ c axis. Strain-induced PZ fields have
been shown to be important in several epitaxial structures,
including CdSe/CdS superlattices and III−V quantum
dots.34−36 This raises the question of how disruptive they can
be in colloidal structures, if they are only important in large
RiRs due to the anisotropic shape and weak longitudinal
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confinement or if it is possible to use them as an efficient
charge separation mechanism in other kinds of WZ NCs, with
smaller core dimensions and different shapes. Potential
signatures of PZ fields have been observed in CdSe/CdS
DiDs37,38 and DiRs,37 but it has been mostly overlooked
because calculations for a few particular structures deemed it a
minor effect.16,37,39 In this Letter, we show that with appropiate
structural design, piezoelectricity indeed becomes a major
factor determining the electron−hole separation in most kinds
of WZ CdSe/CdS NCs.
We consider excitons in CdSe/CdS NCs where both core

and shell present WZ structure. A few theoretical consid-
erations are useful for the discussion of the results. The
excitonic electron and hole Hamiltonians read

= + + + + −H H V V V Vj j j j j j
kin conf str pz e h

(1)

where j = e or h stands for electron or hole, Hj
kin is the kinetic

energy term, Vj
conf the confining potential defined by the band

offsets between bulk CdSe and CdS, Vj
str the strain induced

deformation potential, Vj
pz the strain induced PZ potential and

Vj
e−h is Coulomb attraction exerted upon carrier j by the other

carrier. Special attention will be paid to the PZ potential term.
In WZ, strain shifts the atomic nuclei inducing a PZ
polarization vector

=
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where ers are PZ coefficients and ϵij strain tensor components.
Notice that the polarization along the c-axis, Pz, is particularly
important because it involves diagonal strain components,
which are larger than the off-diagonal (shear) ones. Because e33
≈ − 2e31, sizable polarization Pz is expected when strain is
anisotropic, that is, (ϵxx + ϵyy)/2 ≠ ϵzz. The polarization is
different in core and shell materials, as they experience different
strain forces and have different piezoelectric coefficients. As a
consequence, PZ charges ρ(r) = −∇P arise near the interface.
Again, these are especially important along the c axis. The PZ

charges give rise to a PZ field according to the Poisson
equation, ∇ϵ(r)∇ϕpz(r) = −4πρ(r), and the PZ potential is
finally obtained as Vj

pz = ± qϕpz, where plus and minus sign
apply to j = e and j = h, respectively, and q is the electron
charge.
We start by investigating spheroidal DiDs like those

illustrated in Figure 1a−c. Consider first a fully spherical
DiD. Figure 1(d) shows the CB and VB potential profiles.
Dashed lines represent the confinement potential Vconf, whereas
solid lines represent the total single-particle potential, including
strain-induced deformation potential and PZ terms, Vtot = Vconf

+ Vstr + Vpz. By inspecting the CB potential, orange line, one
can see that the inclusion of Vstr + Vpz has three important
effects. First, the core potential is shallower. This is a
consequence of Vstr (see Figure S1 in the Supporting
Information (SI) or ref 16). Second, the core bottom develops
a built-in PZ field of 15 mV/nm. This is a consequence of the
PZ term, Vpz (see Figure S1 in SI or ref 16). Third, and most
important, because the CB potential is shallow, the positive PZ
charges accumulating at the bottom CdSe/CdS interface form a
potential well in the shell where electrons can be trapped (red
arrow in Figure 1d).
For holes the situation is different. We have three subbands:

A-, B- and C-band. All three subbands are shifted upward by
Vstr. Contrary to electrons, this now results in a slightly deeper
confinement. The effect of Vpz in the core is the same as for
electrons, but owing to the different charge sign, holes will be
pushed to the upper CdSe/CdS interface, thus favoring
electron−hole separation. On the other hand, because the A-
band confinement potential Vconf is very deep (see dashed
lines), the negative PZ charges accumulating at the top CdSe/
CdS interface do not suffice to localize the hole ground state
outside the core.
Considering a prolate DiD instead of spherical, the PZ field

increases (up to 23 mV/nm in Figure 1e). Conversely, for an
oblate DiD the field is reduced and eventually the sign is even
reversed, see Figure 1f.
The presence of a significant PZ field in the spherically

symmetric DiD implies that even for structures with isotropic
confinement, the inherent anisotropy of the WZ lattice leads

Figure 1. (a)−(c) schematic of spherical, prolate, and oblate DiDs. (d)−(f) CB and VB confining and total potential for a spherical DiD with core
radius R = 2 nm and shell thickness H = 7 nm (d), prolate DiD with aspect ratio 1.3:1 (Rz = 1.3R⊥ and Hz = 1.3H⊥) (e) and oblate DiD with aspect
ratio 0.7:1 (f). (g) strain-induced polarization along the c-axis for the three kinds of DiD. (h) isosurface representation of the piezoelectric potential
for the spherical DiD. In (d)−(f), Eg is the bulk band gap.
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pronounced polarization near the CdSe/CdS interface, see
black line in Figure 1g and notice the different weight of ϵzz and
ϵ⊥ = (ϵxx + ϵyy)/2 in Figure S2 of the SI. This leads to a mostly
dipolar PZ potential, as shown in Figure 1h. The strain
anisotropy can be conveniently manipulated by using
anisotropic geometries. Prolate structures favor |ϵzz| > |ϵ⊥| in
the core, whereas oblate ones do the opposite, see Figure S2 in
SI. This translates into more negative (positive) Pz values, see
green (brown) line in Figure 1g. We then conclude that the
shape of core/shell structures can be used to enhance, cancel or
reverse PZ fields.
The next question is whether the magnitude of the attainable

PZ fields is enough to influence excitonic wave functions in
realistic DiDs. In Figure 2, we compare the exciton electron
(a−d) and hole (e−h) charge densities for spherical DiDs with
different dimensions. For small cores and thin shells (R = 1 nm,
H = 1 nm), both electron (Figure 2a) and hole (Figure 2e) are
centered in the core. Growing a giant shell (H = 8 nm) instead
increases the core compression. As a result, Vstr reduces the CB
confinement barrier (recall Figure 1d) and the electron wave
function starts leaking into the shell in spite of the Coulomb
attraction, Figure 2b. The hole, by contrast, remains in the core
because of the high confinement barrier, Figure 2f.
If the core is large enough (R = 3 nm) but the shell is thin (H

= 1 nm), electron and hole are pushed toward opposite sides of
the core along the c-axis by the PZ field, Figure 2c,g, but the
resulting overlap is still substantial. The most remarkable effect
of piezoelectricity takes place when a large core is surrounded
by a giant shell. As can be seen in Figure 2d, in this case the
electron escapes from the core and localizes in the shell near
the CdSe/CdS interface. The electron is actually taking
advantage of the potential minimum originated in the positive
PZ interface charge, red arrow in Figure 1d. Because the hole
remains in the core, Figure 2h, the spatial separation between
the two carriers becomes large. In other words, by using large

CdSe cores and growing giant CdS shells around, a gradual
transition from type-I to type-II exciton driven by PZ is feasible.
For a comprehensive view of the effect of PZ on the exciton

wave function of DiDs, we compute the electron−hole overlap
integral squared, Seh

2 = ⟨Ψe|Ψh⟩
2, which is directly proportional

to the radiative exciton decay rate.1 In Figure 3, we compare the
overlap (a) excluding and (b) including strain and PZ effects
(Vstr and Vpz). The first case corresponds to DiDs governed by
quantum confinement and Coulomb interactions only, which is
the scenario assumed so far in the literature. The results are

Figure 2. (a)−(d) Excitonic electron charge density in spherical DiDs with different core radius R and shell thickness H. (e−h) Same for excitonic
hole. The electron moves into the shell for large cores and thick shells, panel d.

Figure 3. Electron−hole overlap squared for excitons confined in
spherical WZ DiDs without (a) and with (b) strain and piezoelectric
effects. The inclusion of strain and PZ reduces overlaps (compare the
(dashed) isoline for Seh

2 = 0.3 in the two panels) and introduces a type-
II regime for large cores and thick shells. (c) Electron (top) and hole
(bottom) charge densities along the c axis for two DiDs of panel (b),
evidencing quasi-type-II (R = 1 nm) and type-II (R = 3 nm) exciton
character. (d) Same as (a) and (b) but for strained ZB DiDs. The
absence of PZ in this case translates into absence of type-II regime.
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essentially the same as described, for example, in Figure 1f of
ref 2. For core radii R = 1−1.5 nm, increasing the shell
thickness H leads into a quasi-type-II regime, where the
electron leaks into the shell due to the high kinetic energy in
the core. For larger R, the electron stays inside the core no
matter how thick the shell, and a type-I exciton is obtained with
strong overlap values, similar to core-only samples.
The behavior changes drastically when strain and PZ effects

are taken into account, Figure 3b. For thick shells, the quasi-
type-II regime extends toward larger core radii (R ≲ 2 nm).
This is a consequence of strain making CB confinement
shallower (see also Seh

2 for Vstr ≠ 0 and Vpz = 0 in Figure.S4 of
SI). Moreover, with further increasing core radius (R ≳ 2.5
nm), instead of retrieving a type-I behavior the overlap
decreases again. This is a consequence of the formation of
PZ induced type-II excitons, as shown in Figure 2d,h. We stress
that the nature of the reduced Seh values is different on both
sides of the figure. For small R (quasi-type-II regime), it is
driven by the strong core confinement. For large R (type-II
regime), it is driven by strain-induced PZ. The different
localization of electron and hole charge densities in each case is
clearly seen in Figure 3c. For comparison, in Figure 3d we also
represent Seh

2 for ZB core/ZB shell CdSe/CdS DiDs. Strain is
still present in such structures, but the dipolar PZ potential is
quenched because of the cubic lattice symmetry. The resulting
behavior is similar to that of unstrained WZ NCs, Figure 3a,
and it is qualitatively different from that of realistic WZ DiDs,
Figure 3b. We shall see below that this difference between WZ
and ZB DiDs is fully consistent with experimental data.
The PZ control of the electron−hole overlap of WZ DiDs we

report in Figure 3b, which should have important consequences
on exciton lifetimes, electron−hole exchange integrals, and so
forth, is robust against deviations from sphericity (Figure S5 in
SI). Since the actual value of the CB offset is often discussed,32

we have also studied the effect of changing from 0.32 eV (the
value used in Figure 3) to a lower estimate of 0.20 eV. The
results are qualitatively unchanged, but the overlap values in the
type-II regime become manifestly lower than those in the quasi-
type-II one, see Figure S6 in SI. It is also worth noting that
although the PZ field is very efficient in separating carriers, its
influence on the energy is modest. The exciton energy with and
without strain differs at most in few tens of millielectronvolts
(see Figure S7 in SI and ref 16).
To test the above predictions, we synthesized two series of

giant-shell WZ DiDs with variable CdSe core radii and CdS
shell thickness of about 20 and 15 ML, respectively (Figure 4a,
see table S2 in SI for structural and optical properties). The
resulting PL peak position varies between 648 and 663 nm and
the time-resolved PL traces show a nonexponential decay (see
Figure 4b,c for the 20 ML shell thickness series or Figure S10 in
SI for the 15 ML one). Figure 4c shows that as the core size
increases, we observe a slower decay. Note however that
previous measurements18 suggested the opposite, and the series
with 15 ML shell thickness does not reveal a clear trend; hence,
further work remains needed to firmly establish this behavior.
Corresponding lifetimes for both 20 and 15 ML shell DiDs are
plotted in Figure 4d using solid and open symbols, respectively.
The values are calculated either from the time when the PL
signal has decayed to 1/e (dots) or 1/e2 (triangles) of its initial
value, or from a multiexponential fit (diamonds) to the decay
trace (see SI for the analysis and summary of all components).
Regardless of the core size dependence, the long lifetimes,
especially for the large-core samples, are in clear contrast to

expectations from the usual confinement picture for CdSe/
CdS, where electron and hole states are expected to become
localized into the core, approaching lifetimes of core-only CdSe
NCs (ca. 15−20 ns). Such long lifetimes are indicative of a
type-II regime, and they support the theory of PZ fields as an
efficient mechanism of charge separation. Our values also
exceed measurements of fluorescence lifetimes in ZB CdSe/
CdS DiDs with moderately large cores (R ≈ 1.5 nm) and thick
shells (H ≈ 5.5 nm) which have yielded values of about 30 ns.21

This is again consistent with the theoretical predictions of
Figure 3, which showed that PZ in thick-shell WZ DiDs leads
to reduced electron−hole overlap as compared to ZB ones.
Moreover, the strong differences in PL lifetime between the
two samples series studied here highlight the sensitivity of the
final lifetime to the shell thickness, even when it is grown to a
regime where strong quantum confinement no longer
influences the optical properties. This provides extra con-
firmation on PZ playing a significant role in giant-shell NCs
with WZ crystal structure.
Having confirmed the influence of PZ fields in DiDs, we next

probe other WZ CdSe/CdS structures such as DiRs, DiPs and
RiRs, which we model as ellipsoids with different degrees of
anisotropy and different orientation of the c axis. Let us
consider first DiRs. Experiments available in the literature are
generally consistent with a quantum confinement model, with a
type-I band alignment and conduction band offsets between 0.1
and 0.3 eV. With decreasing core size, the excitons change from
type-I to quasi-type-II behavior,24,32 yielding room temperature
lifetimes between 8 and 40 ns.24,25,40 The absence of apparent
PZ effects can be understood from two factors. First, typical
cores for DiRs are small (R ≲ 2 nm). The PZ dipole moment is
then weak and, as noticed above (Figure 2 and Figure 3), Vpz

has a minor influence. Second, the shell surrounding the core is
thin on the lateral sides (usually 1 nm or less). As compared to
the giant shells of DiDs, the thin lateral shell of DiRs allows the

Figure 4. (a) Typical transmission electron microscope image of giant-
shell DiDs (core radius 2.05 nm, 20 ML shell). (b) PL spectra for four
different DiDs with 20 ML shell. (c) Corresponding PL decay traces.
(d) Resulting effective lifetimes determined from the 1/e decay time
(dots), 1/e2 decay time (triangles), and from a fit to the decay traces
using a multiexponential function (diamonds, see SI for details). Solid
(open) symbols are used for the 20 ML (15 ML) shell thickness series.
The thinner shell gives shorter lifetimes. In general, lifetimes largely
exceed those of giant-shell ZB DiDs.
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core to dilate, relaxing the strain in orthogonal directions.
Consequently, the strain near the CdSe/CdS interfaces along
the c axis, which is chiefly responsible for Pz, is reduced, see for
example, Figure 4 in ref 41. The overall result is that PZ effects
in DiRs are weak. This is precisely what we see in Figure 5a,
where we plot the exciton electron and hole charge densities in
a DiR: the carriers are well confined inside the core in spite of
the relatively large size we have assumed (R = 2 nm). We note,
however, that the picture would change if thicker shells could
be grown, increasing the strain of the system. As shown in
Figure 5b, keeping the same rod length as before but increasing
H⊥, the electron already starts moving toward the CdS shell,
reducing the electron−hole overlap. We note that the
enhancement of PZ fields with radial shell thickness explains
recent experiments of Coropceanu et al.,42 where the exciton
lifetime of DiRs steadily increased from 20 to 60 ns with
increasing shell thickness. For very thick shells, we predict a
complete migration of the electron into the shell (Figure S8a in
SI), so even longer lifetimes should be expected.
DiPs differ from DiRs mainly in that the shell is nearly two-

dimensional, with the c axis pointing along the strong
confinement direction.26 Yet, their behavior in terms of PZ-
induced electron delocalization (Figure 5c) is partly analogous
to that of DiR: the thin shells along the c axis weaken the strain.
This in turn leads to weak PZ effects and carriers localized
inside the core. As in the case of DiRs, electron−hole distance
could be readily increased if thicker shells were grown (Figure
S8b).
The most favorable condition to maximize PZ effects is

however achieved in recently synthesized RiRs.28 The giant
shell grants strong strain. The prolate shape makes strain highly
anisotropic. The long core allows for huge dipole moments, and
longitudinal quantum confinement is too weak to compete.
The result, as plotted in Figure 5d, is that electron and hole are
separated toward opposite CdSe/CdS interfaces along the c
axis, which explains the record exciton lifetimes measured in
these structures.28 It is worth stressing that the giant shell plays
a decisive role in RiRs too. RiRs with smaller core and shell
width were previously synthesized by Sitt and co-workers, but
long exciton lifetimes were not reported in such a case.27 We
simulate RiRs with similar dimensions to theirs in Figure 5e. As

can be seen, in spite of the high aspect ratio and the weak
longitudinal confinement, charge separation is completely
suppressed, with both electron and hole localizing inside the
core. The underlying reason is again the weaker strain of the
system, which results in a PZ field unable to compete against
electron−hole Coulomb interaction.
An important conclusion from Figure 5 is that PZ

successfully rationalizes the very different exciton lifetimes
reported for different kinds of WZ CdSe/CdS NCs. In RiRs,28

lifetimes can be 1 order of magnitude longer than those in
giant-shell DiDs (ref 18 and Figure 4), and these in turn are
about 1 order of magnitude longer than those in DiRs.24 This
result cannot be interpreted in terms of quantum confinement
because all structures have voluminous shells, but it is perfectly
consistent with the different degrees of PZ-induced electron−
hole separation we calculate.
To summarize, we have elucidated the conditions where

strain-induced piezoelectricity becomes a practical mechanism
for electron−hole spatial separation in several kinds of WZ
CdSe/CdS NCs. The PZ field requires anisotropic strain, which
is present even in spherical heterostructures due to the
anistropy of the WZ lattice. PZ charges thus accumulate on
the CdSe/CdS interfaces, forming a dipole and a sizable built-in
field along the c axis, which enables directional charge
separation. The magnitude of the PZ field can be enhanced
using thick shells all around the core, which increase the strain
in and around it, and using prolate cores, which reinforce the
inherent strain anisotropy. The influence of PZ potential on the
exciton wave function scales with the core size, as so does the
PZ dipole moment, and on the shell thickness, as it provides
space for the electron to escape from the core.
We have then shown that significant PZ effects are present

not only in RiRs, as recently reported in ref 28 but also in giant-
shell DiDs and, to a lesser extent, in DiRs. In fact, the different
strength of PZ fields in each kind of structure interprets the
large variations of radiative lifetime reported in the literature.
The present results show that, with appropiate design, band
alignment can be engineered all the way from type-I or quasi-
type-II to a fully type-II one in any kind of CdSe/CdS NC, thus
providing an efficient tool for tailoring electron−hole
separation.

Figure 5. Excitonic charge density in different types of CdSe/CdS NCs. In each structure, the left (right) panel shows the electron (hole) density.
(a) DiR with standard dimensions. (b) DiR with thicker lateral shell. The electron starts moving into the shell. (c) DiP with standard dimensions.
(d) RiR with large core and giant shell. The charge separation is extremely efficient. (h) RiR with thinner core and shell. The charge separation is
suppressed.
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Theoretical method

Strain maps are calculated in the continuous medium model byminimizing the elastic energy.

The boundary conditions are zero normal stress for the free surface.1 The strain tensor elements

εi j (r), ensuing PZ polarization vectorP and potentialV pz are obtained using the multiphysics

mode of Comsol 4.2 software. Electron (j = e) and hole (j = h) states of the ground-state exciton

are calculated with Hamiltonian (1) of the main text. For electrons,Hkin
e is a 3D single-band

(actually two uncoupled bands including spin) effective mass Hamiltonian.Hkin
h is a 3D six-band

Hamiltonian for wurtzite including A-band, B-band and C-bandwith spin-orbit interaction. The

same Hamiltonian is used for [111]-grown zinc-blende structures by employing due parameters.

See Ref.2 for details of the Hamiltonian. The strain-induced deformation potential term,Vstr is

isomorphic to the kinetic energy term andV pz is diagonal (see e.g. Ref.3) The Coulomb interaction

termVe−h takes into account the dielectric mismatch with the dielectric surroundings of the NC.

Interacting electron and hole states are obtained by iterative resolution of the Schrodinger-Poisson

equation.

Experimental method

CdSe core nanocrystals where synthesized according to the procedure of Carbone et al.4 For all

samples, the CdSe core diameter and concentration in solution were determined using the siz-

ing curve of Jasieniak et al.5 The shell was grown using the procedure described in Ref.6 After

synthesis, the nanocrystals were purified and finally dispersed in toluene.

Bright-field transmission electron microscopy was used to determine the final NC diameter

(using ca. 50 NCs), from which the shell thickness could be calculated (see also table S2, note that

the histogram reveals a minor contribution from sub-10 nm NCswhich are likely CdS NCs that

nucleated separately, these were not taken into account in the calculation of the final diameter).

Steady-state and time-resolved luminescence spectra weremeasured using a FLS920 Edinburgh

Instruments spectrofluorometer. We dispersed the DiDs in chloroform for all measurements, and
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excited the samples at 400 nm with a Xenon lamp to collect the PL spectra. The PL quantum effi-

ciency was determined with an integrating sphere (2-measurement method7), exciting the samples

at 550 nm. A 405 nm, 50 ps pulsed laser was used to collect the PLdecay via time-correlate single

photon counting. The time between pulses was adjusted to 10µs to ensure full decay between

subsequent excitations. As the decay is nonexponential, wedetermined 3 different effective life-

times to compare between the different sizes. The first focuses on the initial decay, and considers

the timeτ1 for the signal to decay to 1/e of its maximal value. The second evaluates time delay

τ2 until the decay reaches 1/e2, yielding an effectiveτ2 = ∆t/2. Finally, we fitted the traces to a

sum of four exponentials, from which an area-weighted average lifetimeτ3 can be determined (see

table S3).

Supporting calculations

Role of each potential term in the single-particle Hamiltonian

As seen in Figure S1, for all DiD geometries (spherical, prolate and oblate), the band-offset con-

fining potentialVcon f forms a confining well in the core region. By contrast, the strain-induced

deformation potentialVstr forms a barrier. When considered together,Vstr greatly reduces the

well depth one would expect with a confinement-only model. This stimulates electron leakage

into the shell. The piezoelectric (PZ) potentialV pz is similar to that reported by Park and Cho.3

Charges of opposite sign accumulate on each CdSe/CdS interfaceforming a dipole and a nearly

linear (capacitor-like) built-in field in the core. Notice that using prolate cores (ellipsoid is elon-

gated along thec-axis) instead of spherical ones increases the field. In turn, using oblate cores

reduces the field and can even revert the sign (that is the casewe plot in the right column). As for

the total potentialVtot, notice that in all cases a well is formed by the bottom CdSe/CdSinterface

where electrons can localize. This is because the positive PZ charges can compensate for the low

conduction band offset of CdSe/CdS.
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Figure S1: Top to bottom:Vcon f, Vstr, V pz andVtot = Vcon f +Vstr +V pz along thec-axis of a dot-
in-dot (DiD). Left column: spherical geometry –core radiusR= 2 nm and shell thicknessH = 7
nm–. Middle column: prolate geometry –R⊥ = R, Rz = 1.3R, H⊥ = H andHz = 1.3H–. Right
column: oblate geometry –R⊥ = R, Rz = 0.7R, H⊥ = H andHz = 0.7H–.

Effect of shape on the strain map

In CdSe/CdS NCs, the CdSe core is compressed because of its largernatural lattice constant (neg-

ative strain in the figure). In spherical cores, panels (a) and (d), the core strain is slightly anistropic

as|εzz| & |ε⊥|. SincePz = e31(εxx+ εyy)+ e33εzz ande33 ≈ −2e31, this leads to a small but finite

negative PZ polarizationPz inside the core, which can be seen in Fig.1(g) of the paper. Inpro-

late cores, panels (b) and (e),εzz becomes visibly more compressive (darker blue) and the strain

anisotropy increases. This explains the more negative values ofPz in Fig.1(g). The opposite occurs

for oblate cores, panels (c) and (f). This explains the sign reversal ofPz for oblate cores in Fig.1(g).

S4

Supplemental Material for “Piezoelectric control of the exciton
wave function in colloidal CdSe/CdS nanocrystals” 255



ε⊥

εzz

a) b) c)

d) e) f)

-0.04

-0.02

0.04

0.02

0.00

z zz

Figure S2: Diagonal strain along thec-axis (εzz) and the orthogonal direction (ε⊥ = 1/2(εxx +
εyy). Left column: spherical geometry. Middle column: prolategeometry. Right column: oblate
geometry (same dimensions as in Figure S1).

The strain anisotropy becomes much more pronounced in the shell surrounding the core. Along

the c axis (vertical direction in the figure),εzz remains compressive (negative) butε⊥ becomes

tensile (positive). This explains the drastic change ofPz at the interface (see Fig.1(g) of the main

paper). Since PZ charges are proportional to thePz gradient,ρ(r) = −∇P, significant PZ charges

build up at the heterointerface.

Influence of each potential term on the exciton’s electron wave function

To understand the origin of the electron localization in theshell reported in Fig.2(d) of the main

paper, in Figure S3 we show the electron charge density calculated under different circumstances.

When only the band-offset confinement is considered, Figure S3(a), the electron is well localized

in the center of the core. Further adding the strain induced deformation potential, Figure S3(b),

enhances leakage into the shell owing the overall shallowerconfining potential (recall Figure S1).

It is the inclusion of the PZ field, Figure S3(c), that moves the electron to one of the core-shell

interfaces. Adding Coulomb interaction with the hole –whichremains in the core– moves the

electron charge density partially back into the core, Figure S3(d). This is however a relatively

minor effect because Coulomb interaction in a type-II systemis weak.
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a) b) c) d)

c-axis
Vconf +Vstr +Vpz +Ve-h

Figure S3: Electron charge density corresponding to the ground state exciton in a spherical DiD
with R= 3 nm core andH = 8 nm shell, under different potential terms. (a) Confinement potential
only, He = Hkin

e +Vcon f
e . (b) Adding strain deformation potential,He = Hkin

e +Vcon f
e +Vstr

e . (c)
Adding PZ potential,He = Hkin

e +Vcon f
e +Vstr

e +V pz
e . (d) Adding Coulomb interaction with hole

in core,He = Hkin
e +Vcon f

e +Vstr
e +V pz

e +Ve−h
e .

Exciton overlap and energy in dot-in-dots

Figure S4 shows the electron-hole overlap squared,S2
eh = |〈Ψe|Ψh〉|2, calculated for the ground

state exciton in spherical DiDs. Unlike in Fig. 3 of the main text, we keepVstr but setV pz = 0.

One can see that the quasi-type-II (purple) region extends to larger core sizes than in the case

neglecting strain (Fig.3(a)), owing to the shallower confinement. On the other hand, lacking PZ

terms, there is no type-II exciton region for the largest core sizes, unlike in Fig. 3(b).
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Figure S4: Electron-hole overlap squared,|〈Ψe|Ψh〉|2, in spherical DiDs with different core radius
R and shell thicknessH. Defomation potential is considered but PZ potential is neglected.

Figure S5 illustrates the overlap for spherical, prolate and oblate DiDs considering the full

Hamiltonian. Note that in all cases, small overlaps are expected for large cores (R⊥ > 2.5 nm). It

follows that the PZ induced charge separation is generally robust against shape deformations.
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Figure S5: Electron-hole overlap squared,|〈Ψe|Ψh〉|2, in spherical (a), prolate (b) and oblate (c)
DiDs with different lateral core radiusR⊥ and shell thicknessH⊥. For prolate dots,Rz = 1.3R⊥.
For oblate ones,Rz = 0.7R⊥.

Figure S6 shows that the behavior reported in Fig. 3 of the paper is also robust against changes

in the conduction band offset, a parameter whose exact valueis often debated. Here we use a band

offset of 0.20 eV instead of the bulk value of 0.32 eV, to account for experiments suggesting a

flatter core-shell alignment.8 The results are qualitatively consistent with Fig.3, but the lower band

offset gives rise to a type-II regime (largeR andH in panel (b)) with much more efficient charge

separation than in the quasi-type-II one (smallR). ForH = 8 nm, the overlap squared ofR= 3 nm

is 5 times smaller than that ofR= 1 nm.
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Figure S6: Same as Fig. 3 in the main text but considering a conduction band offset of 0.20 eV
instead of 0.32 eV. The dashed line is theS2

eh = 0.3 isoline.
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Figure S7 shows the exciton energy for spherical DiDs without (a) and with (b) strain and PZ

effects. The results are similar, with a predominant influence of the core radius in both cases. The

energy differences between the two cases are of few tens of meV at most, with a maximum of 80

meV for R = 1 nm andH = 8 nm. One concludes that, while PZ has important effects on the

exciton wave function, its influence on the energy is relatively weak.
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Figure S7: Exciton energy in spherical DiDs withVstr = V pz = 0 (a), andVstr 6= 0, V pz 6= 0 (b).
Eg is the bulk band gap.

Towards type-II dot-in-rods and dot-in-plates

Typical dot-in-rods (DiRs) have weak strain and PZ effects because of the thin shell in the direction

orthogonal to thec-axis, H⊥ . 1 nm. Figure S8(a) shows that electron migration into the shell

becomes feasible if one combines large cores with considerably thicker shells (H⊥ = 5 nm in the

figure). Similarly, typical dot-in-plates (DiPs) have thinshells along thec axis. Figure S8(b) shows

that growing thicker shells again triggers electron migration.

Material Parameters

Below we summarize the material parameters used in the calculations.m0 is the free electron mass

andε0 the vacuum permitivitty. A relative dielectric constant of3 and confining potential of 5 eV

is taken outside the NC to account for the dielectric environment. See Ref.2 for the Burt-Foreman
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Figure S8: (a) Excitonic electron charge density in a DiR with large core and thick lateral shell
(orthogonal toc axis). As compared with the DiRs in Fig.5a,b of the main text, the electron is
more delocalized. (b) Same but in a DiP with thick shell alongc axis. As compared with the DiP
in Fig.5c of the main text, the electron is more delocalized.

kinetic energy term of Hamiltonian (to avoid spurious solutions, the hole mass parameters we use

follow the complete asymmetric operator ordering, i.e.A(+)
i = Ai andA(−)

i = 0), and see Ref.3 for

the strain terms.

Description Symbol CdSe value CdS value Units Ref.

Elastic modulus tensor C11 74.1·109 86.5·109 Pa 9

Elastic modulus tensor C12 45.2·109 54.0·109 Pa 9

Elastic modulus tensor C13 38.9·109 47.3·109 Pa 9

Elastic modulus tensor C33 84.3·109 94.4·109 Pa 9

Elastic modulus tensor C44 13.4·109 15.0·109 Pa 9

Piezoelectric constant e31 −0.16 −0.24 C·m2 10

Piezoelectric constant e33 0.347 0.44 C·m2 10

Piezoelectric constant e15 −0.138 −0.21 C·m2 10

Dielectric constant ε⊥ 9.29 8.28 ε0
10

Dielectric constant εz 10.16 8.73 ε0
10

Lattice constant‖ c axis c 7.01 6.749 Å 10

Lattice constant⊥ c axis a 4.30 4.135 Å 10

Conduction band offset cbo 0.0 0.32 eV 11
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Valence band offset vbo 0.0 −0.40 eV 11

Crystal field splitting ∆1 0.039 0.027 eV 12

Spin-orbit matrix element ∆2 0.416 0.065 eV 12

Spin-orbit matrix element ∆3 0.416 0.065 eV 12

Electron mass m∗ 0.11 0.21 m0
10

Hole mass parameter A1 −5.06 −4.53 1/m0
12

Hole mass parameter A2 −0.43 −0.39 1/m0
12

Hole mass parameter A3 4.5 4.02 1/m0
12

Hole mass parameter A4 −1.29 −1.92 1/m0
12

Hole mass parameter A5 −1.29 −1.92 1/m0
12

Hole mass parameter A6 −0.47 −2.59 1/m0
12

CB Deformation pot.‖ c axis az
c −1.76 −4.5 eV 3

CB Deformation pot.⊥ c axis a⊥
c −7.8 −8.2 eV 3

VB Deformation pot. D1 −0.76 −2.8 eV 13

VB Deformation pot. D2 −3.7 −4.5 eV 13

VB Deformation pot. D3 −4.0 −1.3 eV 13

VB Deformation pot. D4 2.2 2.9 eV 13

VB Deformation pot. D5 −1.2 1.5 eV 13

VB Deformation pot. D6 −1.5 −1.2 eV 13

Table S1: Wurtzite CdSe and CdS parameters used in the calculations.

For calculations of zinc-blende phase, we take the materialparameters given in Ref.,9 except

for the conduction deformation potential13 and the band-offsets.11
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Structural and optical data of experimental DID samples

Below we provide a few representative transmission electronmicroscopy (TEM) images of DID

samples under investigation, as well as the corresponding histograms of total (core plus shell) size

distribution.
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Figure S9: (a-d) TEM images of DiD samples 5, 1, 7 and 3 of tableS1 (from top to bottom). (e-h)
Corresponding histograms showing the final size distribution.

The complete structural data resulting from the TEM analysis is summarized in Table S2, along

with the corresponding emission wavelength and measured quantum efficiency (see Methods).

Samples 1-4 (5-8) have 20 ML (15 ML) nominal shell thickness.

Figure S10 shows PL spectra and corresponding decay traces for the 15ML shell thickness
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Table S2: Structural and optical data for the different DiD samples.

Sample Core radius Final radius Shell thickness Emission wavelength PL QE.
(nm) (nm) (nm) nm %

1 1.85 8.7 6.9 651 31
2 2.05 7.95 5.9 657 58
3 2.55 8.85 6.3 663 60
4 2.75 9.5 6.8 663 43
5 1.85 6.65 4.8 648 56
6 2.40 6.1 3.7 656 54
7 2.55 6.9 4.4 661 66
8 2.75 8.0 5.3 664 51

DiDs (samples 5 to 8). The figure is analogous to that of the 20ML shell thickness samples shown

in Fig. 4(b,c) of the paper.
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Figure S10: (a) PL spectra for DiD samples 5 to 8. (c) Corresponding PL decay traces.
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Exciton lifetimes

Table S3: An accurate fit to the PL decay traces requires a sum of four exponentials. The last decay
component has a considerably longer lifetime, and can be attributed to delayed emission.14 The
first three are used to calculate a weighted average lifetime. Weightswi are determined from the
respective amplitudes and lifetimes:wi = Aiτi/∑3

k=1(Akτk).

Sample Core radius τ1 w1 τ2 w2 τ3 w3 τavg τdelayed

(nm) (ns) (ns) (ns) (ns) (ns)
1 1.85 24 0.04 113 0.35 539 0.61 378 3988
2 2.05 49 0.04 189 0.29 773 0.67 572 4325
3 2.55 62 0.06 246 0.27 936 0.67 696 4719
4 2.75 88 0.05 288 0.29 961 0.66 722 4869
5 1.85 31 0.12 106 0.41 388 0.47 229 1673
6 2.40 33 0.07 125 0.40 545 0.53 339 3650
7 2.55 33 0.01 160 0.39 473 0.60 345 1821
8 2.75 41 0.11 139 0.42 505 0.46 298 2479
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Edge states in dichalcogenide nanoribbons and triangular quantum dots
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The electronic structure of monolayer MoS2 nanoribbons and quantum dots has been investigated by means
of an effective k · p two-band model. Both systems with borders exhibit states spatially localized on the edges
and with energies lying in the band gap. We show that the conduction- and valence-band curvatures determine
the presence/absence of these states the origin of which has been related to the marginal topological properties
of the MoS2 single-valley Hamiltonian.

DOI: 10.1103/PhysRevB.93.085312

I. INTRODUCTION

Since the discovery of graphene [1], atomically thin
layered structures have attracted growing interest and several
new two-dimensional (2D) materials have been prepared [2],
including hexagonal BN and several transition metal
dichalcogenides (TMDCs) [3,4]. There is a great variety of
TMDCs, as many metal and chalcogen atoms can be combined
to produce materials with properties that include metallic,
semiconducting, and even superconducting behavior; the
natural diversity of these materials with different properties
makes them particularly promising for electronic and optical
applications [5,6]. Unlike graphene, TMDCs such as MoS2

and WS2 have a finite band gap in the visible frequency
range, which is indirect when in bulk (many layer) form, but
becomes direct in the single 2D (trilayer) limit—where two S
layers are separated by a layer of Mo or W metal atoms [7,8].
The direct gap in many of these single trilayer TMDCs
makes them especially attractive candidates for optoelectronic
and electronic applications [9–12], such as field-effect
transistors [13–15], or photoaddressable sensors [5].

Although we know a great deal about the electronic states in
single trilayers, it is important to gain a detailed understanding
of the electronic structure of finite size systems such as
nanoribbons and quantum dots, in order to fully and reliably
tailor the properties of different TMDC materials and possible
devices. Several works [16–21] have reported the existence of
edge states in the gap of finite MoS2 systems under different
conditions. More recently, consideration of polar discontinuity
effects in these and stronger polar materials has predicted the
appearance of charged metallic edge states in free-standing
ribbons [22,23]. The presence of metallic (dispersive) edge
states in TMDCs nanostructures is especially relevant as new
device geometries and interfaces become available; they would
be expected to strongly affect transport and optical properties
of nanoribbons and 2D interfaces [24,25].

Edge or surface states also emerge in topological insulators,
as has been intensely discussed in recent literature [26,27]. In
those systems, it has been well established that the presence
of edge states is a direct consequence of the principle of
bulk-edge correspondence [26,28]: gapless states must be
present at the domain wall separating two regions with
different topological invariants. Although pristine graphene is

*ulloa@ohio.edu

not a topological insulator due to its weak intrinsic spin-orbit
interaction, the origin and character of edge states in gapped
and bilayer graphene have been analyzed in terms of the
topological properties of the Hamiltonians for individual
valleys [29,30]. This analysis is made possible by the close
analogy between graphene systems and 2D topological
insulators. The details of this analogy and its limitations have
been discussed in the literature, but allow one to understand
the appearance and characteristics of symmetry allowed states
at the edges of finite-size systems [31]. In light of the similar
hexagonal structure of graphene and TMDCs, one may wonder
if edge states in TMDCs single trilayers could be also analyzed
in terms of the topological character imparted by the structure.

In this work, we use a two-band effective k · p model
to investigate the electronic properties of MoS2 nanoribbons
and small triangular crystallites (“quantum dots”) as those
appearing naturally in growth chambers. We find the generic
appearance of midgap states with wave functions strongly
localized near the edges of the structure, which can be clearly
identified as edge states. Calculations for various sets of model
parameters show that the appearance and characteristics of
edge states are controlled by the curvature of the 2D “bulk”
band structure. In particular, the sign of the band curvature
parameters near the edge of the valence and conduction bands
is found to be responsible for whether the edge states exist
or not, and the relative magnitude of the effective masses
determines the location of the states in the gap. As in
graphene systems [31], all of these results can be understood as
arising from the marginal topological properties of the MoS2

single-valley Hamiltonians. In particular, we demonstrate that
the Chern number per inequivalent valley is nonvanishing in
this structure, which suggests the system may sustain edge
states (and yet the system is topological trivial, with overall
vanishing Chern number).

We should comment that microscopic details such as
bond saturation and/or reconstruction of edges in finite-size
systems do affect the appearance and details of edge states.
However, the lattice-symmetry “protection” that gives rise
to the existence of edge states, as we discuss here, will
strengthen the occurrence of such states under the effect of
diverse microscopic details.

The remainder of the paper is organized as follows.
Section II presents the Hamiltonian used to describe the
MoS2 trilayers. Then, in Sec. III, we show and discuss
typical numerical results for the two different systems under
study: MoS2 nanoribbons (Sec. III A) and MoS2 quantum
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dots (Sec. III B), as defined by triangular crystallites. Finally,
conclusions are given in Sec. IV.

II. THEORETICAL MODEL

As mentioned above, single trilayers of TMDC materials
such as MoS2 are composed by a layer of Mo atoms
sandwiched between two layers of S atoms. The metal atoms
in this structure present trigonal prismatic coordination with
the S atoms. The electronic structure of the single trilayer
has a direct gap at two nonequivalent points K and K ′ of
the Brillouin zone. Several works have derived an effective
k · p model in the vicinity of these points in order to study
the low-energy physics of TMDC monolayers [32–35]. The
proposed two-band Hamiltonian describing the valence and
conduction bands up to second order in k can be written as

H =
(

εv + αk2 τγ k−
τγ k+ εc + βk2

)
, (1)

where k± = kx ± iτky , and εc = �/2 and εv = −�/2 are the
band-edge energies with � = 1.9 eV standing for the material
band gap; k is the momentum relative to the K/K ′ points.
The constants α, β, and γ are material parameters, while τ

identifies the valley K (τ = 1) or K ′ (τ = −1).
For the sake of simplicity, trigonal warping and other minor

modifications present in the original model are neglected,
although their inclusion would not qualitatively alter the main
conclusions of the work presented here. Hamiltonian (1) takes
into account the electron-hole symmetry breaking obtained
from first-principles calculations by using unlike parameters
α and β. Although different authors report different values
of these parameters, some dependent on the details of the cal-
culations, we employ here α = 1.72 eVÅ2, β = −0.13 eVÅ2,
and γ = 3.82 eVÅ, as fitted from density functional theory
calculations [33], unless noted otherwise.

Notice that Eq. (1) ignores the spin degree of freedom
for clarity of presentation. Consideration of spin-orbit cou-
pling in these materials results in effectively producing two
valence-band edges, as a spin-dependent gap appears, with
corresponding spin-valley coupling in the valence band. The
conduction band in MoS2 has a sizable but relatively weaker
spin-orbit splitting [36,37]. Spin-orbit interactions will then
result in a doubling of the states we discuss here. We revisit
this issue in the discussion section below. We also notice
that the edges of the nanostructures are defined by hard-wall
boundary conditions in all simulations, and are assumed to
result in no intervalley coupling—as expected of zigzag edges,
although the full equivalence of these conditions would require
further investigations, especially as detailed comparisons with
experiments develop [21].

III. NUMERICAL RESULTS AND DISCUSSION

We study the electronic properties of two different types of
2D nanostructures: nanoribbons, where particles are confined
in one direction, and quantum dots, where they are confined
to triangular nanocrystallites. The calculations are carried out
using COMSOL utilities over a fine grid (the finest default),
and converged until the desired accuracy (typically 10−12 in
the eigenvalues).

A. Nanoribbons

The nanoribbons are defined over a finite width along the
direction x in our calculations, while maintaining translational
invariance along the y direction. As such, the momentum ky

is a good quantum number and the two-component spinor
wave function of Hamiltonian (1) can be written in the form
ψ(x,y) = eikyyφ(x), where ψ and φ have components over the
c,v basis. As a consequence, the eigenvalue equation of this
2D Hamiltonian turns into a set of two coupled second-order
differential equations in one dimension that depend on the
quantum number ky . We solve numerically these equations for
an MoS2 nanoribbon of 10-nm width, wide enough to allow
decoupled states on both edges, as we will see. The results
obtained are summarized in Fig. 1.

Figure 1(b) shows the calculated sub-band dispersion.
Notice that the finite width of the ribbon has only slightly
opened the gap, as the effective masses near the band edges,
mv and mc, are both ≈ 0.5, and the size quantization is only
a few meV. Most importantly, we find two states inside the
band gap, with a nearly linear dispersion. The levels cross
at ky = 0 and E = 0.816 eV, relatively close to the edge of
the conduction band. These midgap states disperse upwards in
energy, close to the conduction band for not large ky values
[ky ≈ ±0.05(2π/a0), see Fig. 1(b)], and soon admix with the
band states, becoming indistinguishable from them. For lower
energies, however, the midgap states remain well defined and
exhibit increasing edge localization, as we will see below.

In order to study the origin of these states, and dependence
on band-structure features, we carry out the same calculations
but for other sets of parameters than those in Ref. [33]. We only
tune the α and β values since γ does not qualitatively affect the
results. In Fig. 1(a) we exchange the signs of both α and β (α =
−1.72 eVÅ2 and β = 0.13 eVÅ2) and observe that the states
lying inside the gap disappear. In Fig. 1(c) we keep the signs
unaltered to those in panel (b) but modify β to have the same
absolute value of α (α = 1.72 eVÅ2 and β = −1.72 eVÅ2).

-2

-1

0

1

2

-0.05 0 0.05

E
 (

ky (2π/a0)

eV
)

-0.05 0 0.05
ky (2π/a0)

-0.05 0 0.05
ky (2π/a0)

FIG. 1. Energy-band dispersion for MoS2 nanoribbons consid-
ering different values of α and β: (a) α = −1.72 eVÅ2 and β =
0.13 eVÅ2, (b) α = 1.72 eVÅ2 and β = −0.13 eVÅ2, and (c) α =
1.72 eVÅ2 and β = −1.72 eVÅ2. The edges are parallel to the y

direction, and the wave vector ky is measured with respect to the K
valley, where a0 = 3.193 Å is the lattice constant.
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FIG. 2. Wave-function squared modulus |φ|2 of the two states
at ky = 0.01 × 2π/a0, with energies lying in the band gap
(a) E = 0.778 eV and (b) E = 0.855 eV. Black solid lines correspond
to the valence-band component and red dashed lines correspond to
the conduction band.

In this case, the two states inside the gap are still present but
they have lower energies compared to Fig. 1(b). As expected
from symmetry, the dispersion bands now cross at ky = 0 and
E = 0, since α = β confers electron-hole symmetry to the
Hamiltonian.

By comparing the results in Fig. 1 for the three sets of
parameters, it is clear that the presence or absence of states
inside the gap is determined by the sign of both α and β

curvatures. Midgap states exist if α > 0 and β < 0 and are
absent if α < 0 and β > 0 [38]. Furthermore, changes in the
relative value of these two parameters affect the energy of the
states inside the gap. When |α| > |β| the states are closer to
the conduction band as in Fig. 1(b), and when |α| < |β| they
become closer to the valence band.

One can qualitatively analyze this behavior in terms of the
“bare” effective masses for valence and conduction bands, as
determined by the α and β coefficients. A negative β (and
corresponding negative mass � 1/β) in the conduction band
is “inverted,” and that symmetry is contained in the states even
after the mixing due to γ . The inverse effective masses for
the full Hamiltonian (1) near the edges are, however, given
by 2(β + γ 2/�)/�2 for the conduction band, and by 2(α −
γ 2/�)/�2 for the valence band, and therefore dominated by
the large value of γ .

To further explore the nature of the states inside the gap,
we analyze the wave functions in Fig. 2. As an example, we
choose the states for ky = 0.01 × 2π/a0 in Fig. 1(b), which
are slightly away from the degeneracy point, and well away
from the conduction band states. Figure 2(a) corresponds to
the lower state at E = 0.778 eV and Fig. 2(b) corresponds
to the higher one at E = 0.855 eV. We clearly observe that
both states are localized at opposite edges of the MoS2

nanoribbon—and have opposite dispersion, as expected of
independent edge states. We see that the conduction-band
component (red dashed line) is the dominant contribution to
the wave function. Calculation of the relative weight of the
two components yields w(φc) = 93% and w(φv) = 7% for
the conduction- and valence-band components, respectively.
These values can be directly obtained from the parameters
α and β using the expressions w(φc) = |β|/(|α| + |β|) and

w(φv) = |α|/(|α| + |β|). These expressions hold as long as
the edge states are relatively far from the bulk bands. Notice
also the asymmetry in the wave functions as seen, for instance,
in the different maximum value of |φc|2, and their different
x extension. This asymmetry is due to the proximity of the
conduction band. The higher-energy edge state is slightly
more admixed with the bulk states and, thus, its wave-function
results somewhat more delocalized. The asymmetry in the
states continues to grow as ky increases further.

The results summarized in Figs. 1 and 2 can be related
to those coming from the model proposed by Bernevig,
Hughes, and Zhang [39], in connection with the observation
of the quantum spin Hall effect (QSHE). In that work, the
QSHE was predicted in HgTe quantum wells larger than a
critical thickness, due to a band inversion in the low-energy
effective Hamiltonian. For � < 0, bands are inverted and the
system shows topological behavior. One consequence is that
edge states will form when a transition between two distinct
topological phases takes place, as predicted by the principle of
bulk-edge correspondence [26]. In our system, Eq. (1), we have
� > 0, which is apparently trivial, although the sign of the bare
band curvatures (α > 0 and β < 0) yields also a situation with
inverted bands. As such, the origin of the edge states here can
be analyzed in terms of the topological character of the model
in Eq. (1).

To explore this relationship further, Fig. 3 shows the energy
spectrum as a function of �, for a given set of α and
β parameters. The spectra shown are for ky = 0 and band
curvatures α = 1.72 eVÅ2 and β = −0.13 eVÅ2 in Fig. 3(a),
and α = 1.72 eVÅ2 and β = −1.72 eVÅ2 in Fig. 3(b). Two red
dashed lines in each panel show the limits of the band gap, for
reference. In both cases shown, we see that a trivial situation
develops, with no states in the gap, for negative � values. As
� increases and changes to positive values, the conduction and
valence bands seem to be similar, except for the appearance
of a pair (for ky = 0) of degenerate edge states with energies
clearly in the gap. Notice that the edge states separate from the
conduction band for larger � values in Fig. 3(a), but remain

(a)

FIG. 3. Energy spectrum of a MoS2 nanoribbon as in Fig. 1,
shown as a function of the band gap �, for ky = 0. Two sets of
parameters are considered: (a) α = 1.72 eVÅ2 and β = −0.13 eVÅ2

and (b) α = 1.72 eVÅ2 = −β. Red dashed lines indicate the edges
of the band gap. Midgap edge states appear for � > 0 in both cases.
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exactly equidistant from both bands for |α| = |β| in Fig. 3(b),
as expected, appearing closer to the conduction band for more
asymmetric |α| > |β| values.

Next, we look at these results with the help of the
Chern number associated with the occupied band (topological
invariant). For a two-level Hamiltonian written in the form
H (k) = g(k) · σ , where σ is a vector with the Pauli matrices
as components, the Chern number is given by [26]

c = 1

4π

∫
d2k(∂kx

ĝ × ∂ky
ĝ) · ĝ , (2)

where ĝ = g/|g| and the integral is computed over the entire
Brillouin zone. For the Hamiltonian in Eq. (1), one obtains c =
τ/2[sgn (�) + sgn (α − β)], fully independent of the value of
γ . That means that for � > 0 one obtains c = 0 for α < β,
while c = τ for α > β. A nonzero value of c suggests that
a topological invariant is present, and this goes along with
the previous discussion based on band inversion arguments. It
is important to note, however, that the contribution of the K

and K ′ valleys to the topological invariant has opposite signs,
which produces an overall c = 0. As a result, one can strictly
state that multivalley materials such as graphene or MoS2 are
topologically trivial.

In spite of the strict trivial topology of Eq. (1), a nonvanish-
ing c for a single valley can be associated with marginal topo-
logical properties, in analogy with topological insulators [31].
This analogy has, however, important limitations. Since c per
valley is not a well-defined topological invariant, c �= 0 does
not guarantee the existence of edge states at the boundaries
with the vacuum. Furthermore, and perhaps most important, is
the fact that if edge states are present they are not topologically
protected against backscattering and can then be affected by
any type of disorder and/or valley coupling. Nevertheless, it is
the case that edge states in bilayer graphene have been shown
to be robust under moderate disorder [29], and to exhibit pure
valley currents, as indicated by the local valley Berry curvature
and associated Chern number [40,41].

We should also comment that although, for simplicity,
we have suppressed the spin degree of freedom in these
calculations its role can be easily established. The presence
of spin clearly results in two edge states per border of
the structure, instead of the single state presented above
[see Fig. 1(b)]. As the spin-orbit interaction in the valence
band is large (yet much smaller than the band gap, and
diagonal, pinning the spin projection to each of the valleys),
the two edge states on the same border but different spin
projection appear slightly shifted in energy and with minimally
different dispersion (not shown). This simple duplication of
edge states with different spins and energies would of course
be strongly affected if the edges couple valleys, something
that will depend on the border terminations and corresponding
boundary conditions [18,21].

B. MoS2 triangular quantum dots

We next investigate the electronic properties of MoS2

quantum dots formed by finite-size flakes, using our Hamil-
tonian model and appropriate boundary conditions. Similar
structures have also been studied by different approaches in
the small-crystallite regime [42,43]. The flakes are equilateral

FIG. 4. Wave-function squared modulus of selected states with
energies close to the conduction band. Left and right columns
illustrate the valence-band |φv|2 and conduction-band |φc|2 com-
ponents, respectively. Different states are arranged in rows with
increasing energy: (a, b) E = 0.907 eV, (c, d) E = 0.962 eV,
(e, f) E = 1.015 eV, (g, h) E = 1.022 eV, (i, j) E = 1.057 eV, and
(k, l) E = 1.100 eV. As before, |φc|2 components are generally larger
for these states, close to the conduction band.

triangles, as it is a commonly synthesized shape [44–47].
In this case, carriers are confined in the two directions of
space and we must numerically solve the coupled differential
equations in two variables in order to find eigenvalues and
eigenfunctions of the Hamiltonian. In the results that follow,
Fig. 4, the quantum dot side length is 10 nm, and we employ
the same parameters as in the previous section [see Fig. 1(b)].
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The results obtained for this system show the presence
of several states with energies in the gap. They can be seen
as the result of the discretization of the edge states along
each border, which are then hybridized near the corners of the
flake. We illustrate this behavior in Fig. 4, where the squared
modulus of the wave function for a selection of states with
energy close to the conduction band (E ≈ 0.95 eV) is shown.
We choose this range of energies because we know that for
α = 1.72 eVÅ2 and β = −0.13 eVÅ2 [33] the edge states are
closer to the conduction band. By gradually increasing energy,
we also get to compare the clearly “bulk” and edge states
in the flake. In Figs. 4(a)–4(d) we can see that the first two
states are clearly edge states with wave functions localized
near the triangle border, with similar appearance to that shown
in Fig. 2 near each of the edges. The next two states in energy,
Figs. 4(e)–4(h), also show wave functions mainly near the
edges, but noticeably more delocalized than the previous two.
This suggests that the edge states are partially admixed with the
bulk conduction band, due to their energy proximity. Finally,
Figs. 4(i)–4(l) show two conduction states with wave functions
completely delocalized over the entire triangular quantum dot.
A representation of the real and imaginary parts of the wave
functions (not shown) allows one to see the wave-function
nodes more easily, and see that their number increases with
the energy of the states, an expected signature of quantization.

We should emphasize that we have also found the same
pattern of edge states appearing for the curvature parameters
as in the case of nanoribbons. As such, one can also invoke
the marginal topological character of the Hamiltonian as the
origin of edge states in these zero-dimensional nanostructures.

IV. CONCLUSIONS

The low-energy electronic structure of monolayer MoS2

nanoribbons and quantum dots has been investigated using
an effective two-band k · p model. We have shown that
both systems present edge states with energies in the gap.
Nanoribbons exhibit only one state per edge at a given value
of the quantum number ky , while in quantum dots, due to
full confinement, the edge states appear distinctly away from
the states that would form the sub-band continuum in a large
triangular flake. As the energy of the edge states increases, for
both nanoribbons and quantum dots, the edge states hybridize
with the “bulk” and cease to be so well localized near the edges
of the structure.

We have also found that the curvature of the bands,
represented by parameters α and β, determines the presence
(α > 0 and β < 0) or absence (α < 0 and β > 0) of edge
states as well as their energy. This behavior is reminiscent of
the marginal topological properties of materials such as MoS2,
as the Chern number per valley is indeed nonzero, reflecting
a finite Berry curvature in each valley. Similar results are of
course expected for other TMDC nanostructures, as long as
the relative band curvature parameter signs are similar to those
presented here.

We should emphasize that first-principles calculations are
typically used to determine continuum model parameters. As
the former may depend on functionals and other details of
the calculations, the latter may indeed vary among different
implementations and/or authors. In fact, some fittings result in
values of α and β that are indeed substantially different, and for
which the edge states we discuss here are not apparent [33]. It
is also clear that tight-binding parametrizations may similarly
allow for the presence of edge states, as explicitly seen in
the literature [19]. These edge states, however, are found
to be rather robust and to exist over a wide range of
parameters. Similar conclusions have been reached in a recent
preprint [48].

We draw the attention of the reader to the issue of atomic
reconstructions and bondings in real crystallites. Such micro-
scopic effects would surely modify the detailed edge state
dispersions and characteristics of the states we have discussed
here. Polarization and charge compensation may even result
in interesting charged edge states, unlike those we have
discussed [22,23]. It would be interesting to explore both theo-
retically and experimentally how truly robust these edge states
are in nanoribbons and other natural structures with edges, and
understand how the different effects compete. Exploring what
observable consequences they have on the effective trapping
of photoactivated carriers and excitons, or how they modulate
the interaction between adsorbed/embedded impurity atoms,
may provide further insights into the appearance of edge states
in these systems.
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A. Imamoğlu, Optically active quantum dots in monolayer WSe2, Nat.
Nanotechnol. 10, 491 (2015).

[29] E. C. Le Ru, P. Howe, T. S. Jones, and R. Murray, Strain-engineered
InAs/GaAs quantum dots for long-wavelength emission, Phys. Rev. B
67, 165303 (2003).

[30] J. Zhang, Y. Huo, A. Rastelli, M. Zopf, B. Höfer, Y. Chen, F. Ding,
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[34] P.-O. Löwdin, A note on the quantum-mechanical perturbation theory,
J. Chem. Phys. 19, 1396 (1951).

[35] G. Bastard, Wave mechanics applied to semiconductor heterostruc-
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D. Grützmacher, and Th. Schäpers, Flux periodic magnetoconduc-
tance oscillations in GaAs/InAs core/shell nanowires, Phys. Rev. B
89, 045417 (2014).
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Harmand, N. Akopian, and V. Zwiller, Photon cascade from a single
crystal phase nanowire quantum dot, Nano Lett. 16, 1081 (2016).

[170] B. Loitsch, D. Rudolph, S. Morkötter, M. Döblinger, G. Grimaldi,
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[194] J. Li, A. F. Morpurgo, M. Büttiker, and I. Martin, Marginality of
bulk-edge correspondence for single-valley Hamiltonians, Phys. Rev.
B 82, 245404 (2010).

[195] W. Yao, S. A. Yang, and Q. Niu, Edge states in graphene: From
gapped flat-band to gapless chiral modes, Phys. Rev. Lett. 102, 096801
(2009).
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