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Considerable research on speech intelligibility for cochlear-implant users has been conducted using
acoustic simulations with normal-hearing subjects. However, some relevant topics about perception
through cochlear implants remain scantly explored. The present study examined the perception by
normal-hearing subjects of gender and identity of a talker as a function of the number of channels
in spectrally reduced speech. Two simulation strategies were compared. They were implemented by
two different processors that presented signals as either the sum of sine waves at the center of the
channels or as the sum of noise bands. In Experiment 1, 15 subjects determined the gender of 40
talkers (20 males + 20 females) from a natural utterance processed through 3, 4, 5, 6, 8, 10, 12, and
16 channels with both processors. In Experiment 2, 56 subjects matched a natural sentence uttered
by 10 talkers with the corresponding simulation replicas processed through 3, 4, 8, and 16 channels
for each processor. In Experiment 3, 72 subjects performed the same task but different sentences
were used for natural and processed stimuli. A control Experiment 4 was conducted to equate the
processing steps between the two simulation strategies. Results showed that gender and talker
identification was better for the sine-wave processor, and that performance through the noise-band
processor was more sensitive to the number of channels. Implications and possible explanations for

the superiority of sine-wave simulations
America. [DOL: 10.1121/1.1928892]

PACS number(s): 43.71.Bp, 43.71.Ky, 43.72.Ar, 43.66.Ts [KWG]

I. INTRODUCTION

Speech is a robust signal that is resistant to many forms
of information reduction. Speech recognition does not re-
quire all the fine spectral information present in the natural
signal. This circumstance allows that deaf individuals fitted
with cochlear implants can understand speech through a rela-
tively small number of electrodes, or channels.

A useful approach in research is to test normal-hearing
listeners with speech signals that have been processed in the
manner of a cochlear-implant (CI) signal processor. In these
types of experiments, two main signal processors have been
used to create simulations of cochlear-implant signals. In the
strategy of Shannon et al. (1995), the speech signal is band-
pass filtered into n bands, or channels, and the envelope of
each band is extracted, and used to modulate white noise,
which is band limited with the same bandpass filter. This
way, signals are presented as the sum of noise bands whose
bandwidths were equal to the bandwidth of the original
analysis channels. These authors showed that high levels of
understanding of speech produced in quiet could be achieved
using as few as four bands. Dorman et al. (1997) synthesized
simulations as a sum of n sine waves at the center of the
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channels rather than noise bands. As in Shannon et al.
(1995), high level of speech understanding could be achieved
using only four channels. This strategy was based on the
observation that CI users usually report after individual
channel stimulation that the signals sound like beep tones
and not like bands of noise. Comparison between both pro-
cessors showed that the nature of the output signal, either
noise bands or sine waves, made only a small difference in
speech intelligibility (Dorman et al. 1997). Results also
showed that the number of channels needed to approach
asymptotic performance varied with the difficulty of the
speech material. For the most difficult material (vowels) 8
channels were necessary, whereas for the least difficult ma-
terial (high-context sentences) 5 channels were sufficient. On
the other hand, comparison of speech recognition by CI users
and by normal listeners in conditions simulating cochlear
implants indicated that both processors work reasonably well
as simulations of the CI signal (Dorman et al., 1998; Fu er
al., 1998; Loizou et al., 2000; Friesen et al., 2001; Loizou
and Poroy, 2001).

To date, most research work on the perception by CI
users and simulation studies has been centered on the intel-
ligibility of speech under a wide variety of conditions. Intel-
ligibility is studied using different speech materials (conso-
nants, vowels, words, and sentences) produced by a single or
by multiple speakers as a function of the number of channels
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(Dorman et al., 1997; Loizou et al., 1999; Friesen et al.,
2001), location of the cutoff frequencies defining the bands
(Shannon et al., 1998), misalignments of spectral informa-
tion (Shannon et al., 1998; Spahr et al., 2002), under differ-
ent signal-to-noise ratios (Dorman ef al., 1998; Friesen er al.,
2001; Fu er al., 1998), intensity resolutions (Loizou er al.,
1999; Loizou et al., 2000), and other conditions.

However, in the last several years new questions have
emerged about the perception through CI devices. For ex-
ample, there is an increasing interest in sound-direction iden-
tification abilities by bilateral-CI users (Hoesel er al., 2002;
Hoesel and Tyler, 2003), pitch perception through CI for
speech (Hiki and Fukuda, 2000; Qin and Oxeham, 2003) or
for music (Gfeller er al., 1997, McDermott and McKay,
1997; Fujita and Ito, 1999; Lobo et al., 2002), timbre recog-
nition (Gfeller et al., 2002), and source identification for fa-
miliar environmental sounds (Shafiro et al., 2003).

Perception of the gender and identity of a speaker via
acoustic properties of speech is an important issue in natural
communication. Many studies show that the acoustic cues
for gender and speaker recognition are present in the coarse-
grain structure of speech signals, such as the fundamental
frequency, formant structure, or the average long-term spec-
trum (see review of Bricker and Pruzansky, 1976; Wu and
Childers, 1991). In some cases, even radically reduced
speech signals, such as sine-wave replicas of natural speech
formed by two or three pure tones following the formant
trajectories, can adequately convey information about the
gender and identity of the speaker (Fellowes et al., 1997,
Remez et al., 1997; Sheffert er al., 2002). To date, little is
known about whether the CI signal has the potential to allow
gender and speaker identification. The exploratory work of
Cleary and Pisoni (2002) tested discrimination abilities be-
tween pairs of female voices in 44 school-age deaf children
who had used a CI for at least 4 years. Subjects were asked
to answer “same voice” or “different voice.” Two conditions
were examined: (a) the sentence was held constant across the
voices; (b) different sentences were used. In the first condi-
tion children performed 68% of correct responses, which al-
though significantly different from chance (50%), suggests
that the discrimination task was difficult for them. In the
second condition, children were unable to discriminate be-
tween unfamiliar speaker’s voices (only 57% of success). In
some recent preliminary studies, Chinchilla and Fu (2003a,
2003b) provides data on voice gender discrimination from
both CI patients and normal-hearing subjects with different
simulation strategies and temporal/spectral resolution. Two
additional studies provide data on cochlear implant user’s
ability to discriminate speaker identity (McDonald et al.,
2003) and the relative contributions of amplitude and fre-
quency modulations to speaker identification (Kong et al.,
2003).

In the present study, the two processors most used in
simulation studies were tested for comparative purposes.
Normal-hearing adult subjects were tested to assess their
ability to recognize the gender and identity of different
speakers from acoustic simulations of cochlear-implant sig-
nals. We studied signals presented as either the sum of sine
waves or as the sum of noise bands with a varying number of
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frequency channels. In a first experiment, subjects deter-
mined the gender of 40 unfamiliar speakers from a natural
utterance processed through different numbers of channels
with both processors. In the second experiment, listeners
matched simulation replicas and natural recordings of a sen-
tence uttered by 10 unfamiliar speakers. In the third experi-
ment, different sentences were used for natural and pro-
cessed stimuli. Finally, a control fourth experiment was done
to equate the processing steps between the two simulation
strategies.

Il. EXPERIMENT 1: GENDER IDENTIFICATON

A. Method
1. Subjects

15 subjects (10 females and 5 males) with normal
speech and audition participated in the experiment. They
were students at the University Jaume I of Castellén in Spain
with ages ranging from 21 to 30. Subjects participated vol-
untarily for course credit. None had participated in any other
experiment that used CI simulations.

2. Test materials

A Spanish sentence (the question ;Cuantos afios tiene tu
primo de Barcelona? [How old is your cousin from Barce-
lona?]) was recorded from 40 native speakers of Spanish, 20
males and 20 females, from 25 to 40 years of age. The sen-
tence was uttered at a comfortable level and recorded in a
sound-attenuated booth with a Shure SM58 microphone at a
distance of about 12 cm from the mouth, and a Sony-TCD
D-8 digital audiotape (DAT) recorder with a sample fre-
quency of 44.1 kHz. Then, the voice signal was digitally
transferred to a PC computer and converted to 16 bit WAV
files. Finally, the files were downsampled to 16 kHz and
normalized for overall amplitude.

3. Signal processing

Each natural utterance was processed through a sine-
wave and a noise-band processor. The sine-wave processor
implementation followed procedures from Loizou er al
(1999) and Dorman et al. (1997)'" in the following manner.
The signal was first processed through a pre-emphasis filter
(1200 Hz high-pass with —6 dB/octave slope) and then band-
passed afterwards into n frequency bands (n=3.4,5,6,8,
10,12,16) using sixth-order Butterworth filters. Following
Loizou et al. (1999) logarithmic filter spacing was used for
n<38 and semilogarithmic (mel) filter spacing was used for
n=38 (see the center frequencies and the 3 dB bandwidths of
the filters in Tables I and II of Loizou et al., 1999, respec-
tively). The envelope of the signal was extracted by full-
wave rectification, and low-pass filtering (second-order But-
terworth) with 400 Hz cutoff frequency. Sinusoids were
generated with amplitudes equal to the rms energy of the
envelopes and with frequencies equal to the center frequen-
cies of the bandpass filters. Finally, the sinusoids of each
band were summed and the level was equated to the rms of
original.
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The noise-band processor was implemented in the fol-
lowing manner based on Shannon et al. (1995) and Dorman
et al. (1997)** The signal was first processed through a pre-
emphasis filter (1200 Hz high-pass with —6 dB/octave slope)
and was then band-passed into n frequency bands
(n=3,4,5,6,8,10,12,16) with the same cut-off frequencies
used for the sine-wave processor. Hann-bandpass filtering
was performed with a smoothing factor of a tenth of the
upper frequency of each band. The envelope of the signal
was extracted by full-wave rectification, and by low-pass fil-
tering with 160 Hz cutoff frequency, since Shannon et al.
(1995) found no difference in performance for low-pass fil-
ters set at 160 Hz and above. The envelope of the signal
served to modulate white noise, which was band limited with
the same Hann-bandpass filter. Finally, each noise band was
rescaled to have same power as the original and all the noise
bands were summed.

4. Procedure

The experiment was based on a within-subject 2X 8
(processors X number of channels) design. Each sentence
was assigned to two channel conditions of each processor in
a pseudorandom manner, assuring the same number of male
and female speakers in each condition. This way, each chan-
nel condition for each processor was composed of a fixed set
of 10 stimuli (5 male + 5 female speakers). The overall set
of stimuli comprised 160 processed sentences derived from
the 40 natural samples.

The experiment was performed individually on a Pen-
tium PC equipped with a Creative Labs SoundBlaster 16
soundcard. Each listener completed two series of trials (one
per processor) consisting of 80 trials (10 trials X 8 different
numbers of channels) in each series. The order of presenta-
tion of both series was counterbalanced across the subjects.

Each trial consisted of the presentation of a processed
sentence through headphones (AKG model HSC 200) at a
comfortable sound level (65-70 dB SPL) and the subject was
asked to decide whether the gender of the speaker was male
or female. Each trial was auto-administered by the partici-
pant. The listeners were not familiar with the speakers whose
speech samples were used.

Before each series, subjects were given a practice ses-
sion with 16 examples of sentences processed through differ-
ent numbers of channels by the same processor. None of the
simulations used in the practice was used in the test. As in
Loizou et al. (1999), each series followed the same sequen-
tial order, starting with the stimuli processed through the
largest number of channels (n=16) and ending with stimuli
processed by the smaller number of channels (n=3). This
sequential design was chosen to give subjects time to adjust
for listening to the altered speech signals.

B. Results and discussion

Subjects’ decisions were scored as the proportion of cor-
rect responses. Results are shown in Fig. 1 (lines sine waves
and noise bands). A two-way repeated measures analysis of
variance (ANOVA) revealed a main effect of processor type
[F(1,14)=67.50,p<0.001], with sine-wave processor pro-
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FIG. 1. Experiment 1. Gender identification (proportion correct) as a func-
tion of number of stimulation channels. The parameter is processor type:
sine-wave output (closed diamonds) or noise-band output (squares). Error
bars indicate *= 1 standard error of the mean. Results from Experiment 4
with sine-wave stimuli created with 160 Hz cutoff frequency are also in-
cluded (sw-160, open diamonds).

ducing higher scores (mean=0.96) than noise-band processor
(mean=0.81). There was also a significant main effect of
number of channels [F(7,98)=23.29,p<0.001], and a sig-
nificant interaction between type of processor and number of
channels [F(7,98)=12.46,p <0.001].

The sine-wave processor yielded a high performance in
all channel conditions, with a very narrow range of scores
from 0.92 (3 channels) to 1 (12 channels). Planned compari-
sons between adjacent categories (difference contrasts) indi-
cated no statistically significant differences in performance
when the number of channels used for this processor was
equal or fewer than 8.

Gender identification was worst through the noise-band
processor and performance was more sensitive to the number
of channels. Scores varied from 0.64 (4 channels) to 0.93 (10
and 16 channels). Planned comparisons between adjacent
categories indicated no statistically significant differences in
performance when the number of channels used for this pro-
cessor was equal or fewer than 5. The largest differences
were between 5 (0.69) and 6 channels (0.84), and between 6
(0.84) and 8 channels (0.89).

Results (see Fig. 1) showed that gender identification
scores for the noise-band processor increased when the num-
ber of channels was increased from 4 to 10. However, the
sine-wave processor was less sensitive to the number of
channels, showing a high performance even at the fewest
number of channels. According to the data of Dorman et al.
(1997), the nature of the output signal, either noise bands or
sine waves, makes only a small difference in speech intelli-
gibility. Why did we find a significant difference between
both processors in the gender recognition of a speaker? Chin-
chilla and Fu (2003b) recently studied gender discrimination
and vowel recognition by CI and normal-hearing (NH) lis-
teners using sine-wave and noise-band vocoders simulations.
Results showed no effect of the simulation type on vowel
recognition, but voice gender discrimination was signifi-
cantly higher through sine-wave than through noise-band
simulations.
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Recognition of voice gender is dependent upon acoustic
information related to the source and vocal tract properties.
This information includes fundamental frequency, formant
structure, and breathiness (Klatt and Klatt, 1990). Probably, a
key factor to account for the superiority of the sine-wave
simulations is that sine-wave carriers preserve better than
noise carriers some information relevant to the identification
of talker gender. This point will be discussed in detail in Sec.
VL

Beyond gender identification, the two following experi-
ments tested the recognition of the identity of a speaker by
means of a slightly more complex task.

lll. EXPERIMENT 2: SPEAKER IDENTIFICATION—
SAME SENTENCE

A. Method
1. Subjects

56 subjects (38 females and 18 males) with normal
speech and hearing abilities participated in the experiment.
They were students at the University Jaume I of Castellon
(Spain), with ages ranging from 20 to 32. Subjects partici-
pated voluntarily for course credit. None had taken part in
Experiment 1.

2. Test materials

A Spanish sentence (the question ;Cuantos afios tiene tu
primo de Barcelona? [How old is your cousin from Barce-
lona?]) was recorded from 10 native speakers of Spanish, 5
males and 5 females, with ages ranging from 25 to 39 years.
The conditions of recording and creation of WAV files were
the same as in Experiment 1.

3. Signal processing

Each natural sentence was treated both by a sine-wave
processor and a noise-band processor. Signal processing was
the same as in Experiment 1, with the exception that the
number of channels used for each processor was n=3,4,8,16.
The selection of these n followed procedures from the work
of Fu er al. (1998). All 10 sentences were processed through
all the different channel numbers.

4. Procedure

The experiment comprised 8 separate conditions (2 pro-
cessors X 4 different numbers of channels). Each subject
was randomly assigned to 1 of the 8 conditions (7 subjects
per condition).

The experiment was performed in groups of 5 subjects
or fewer on Pentium PCs equipped with a Creative Labs
SoundBlaster 16 soundcard and the stimuli were individually
administered through headphones (AKG model HSC 200) at
a comfortable sound level (65-70 dB SPL). The procedure
was the same as that used in Remez et al. (1997) studying
speaker identification from sine-wave replicas. On every
trial, a natural sentence was followed by two simulations.
One of the pair of simulations was always derived from the
natural sentence presented on that trial. The other simulation
was derived from one of the other nine sentences (speakers).
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The subject was asked to report on an answer sheet which of
the two simulations was based on the natural sentence pre-
sented on each trial.

With 10 different speakers, there were nine comparisons
of each simulation with every other one, making 90 trials per
condition. The order of the two simulations was counterbal-
anced along the trials. Because of that, the correct response
for half of the trials was “first,” and that for the other half
was “second.” A signal (beep) announced every trial 750 ms
before its onset. On each trial, the three stimuli (the natural
sentence and the two simulations) were separated by 750 ms
of silence. Between each trial, there were 3 s of silence. In
every experimental condition, the complete set of 90 trials
was administered in blocks of five trials with a short break
between blocks. The trials were presented in a pseudoran-
dom order with a maximum of three consecutive similar tri-
als sharing the same correct response.

Before the experimental test, subjects were given a prac-
tice session with ten trials of the same condition. None of the
stimuli used in the practice were used in the test.

B. Results and discussion

Subjects’ decisions were scored as the proportion of cor-
rect responses. Results are shown in Fig. 2 (upper panel). A
two-way between-subject analysis of variance (ANOVA) re-
vealed a main effect for type of processor [F(1,48)
=85.77,p<0.001], with the sine-wave processor producing
higher scores (mean=0.97) than the noise-band processor
(mean=0.83). There was also a significant main effect of
number of channels [F(3,48)=10.56,p<0.001], but the in-
teraction between type of processor and number of channels
did not reach statistical significance [F(3,48)=1.66,p
=0.188]. However, a separate ANOVA for each processor
revealed that the channel variable was not significant for the
sine-wave processor [F(3,24)=1.98,p=0.143], though it
was significant for the noise-band processor [F(3,24)
=10.21,p<0.001]. Newman—Keuls’ post hoc tests revealed
that performance for the noise-band processor was signifi-
cantly better with 16 channels than with 4 or 8 channels,
which did not differ significantly between them. And perfor-
mance with 4—8 channels was significantly better than with 3
channels.

The recognition of speaker identity was clearly better
with the sine-wave processor. Speaker recognition from
stimuli processed through the noise-band processor was
more difficult and the number of channels affected perfor-
mance.

For the purpose of examining the influence of gender on
speaker identification, we separated responses to trials
formed by stimuli from speakers of the same gender (40
trials per condition), from responses to trials whose stimuli
corresponded to speakers of different gender (50 trials per
condition). The proportions of correct responses are pre-
sented in the lower panel of Fig. 2. A Student t test found a
significant effect of the same—different gender variable for
the noise-band processor [#(27)=4.31,p <0.001], but not for
the sine wave processor [#(27)=0.91,p=0.370]. As ex-
pected, performance in the noise-band processor was better

J. Gonzalez and J. C. Oliver: Gender and speaker identification



1.00
090 |
0.80 |
0.70 | !
——~&——sine waves
~——8—-noise bands
-+ & - -5W160 (Exp.4
060 | e o)
0.50
3 4 8 16
Channels
1.00
0.90 |
0.80 |
0.70 |-
—&—— sine waves-same gender
0.60 | - - © - -sine waves-different gender
——— noise bands -same gender
« « & - -noise bands-different gender
0.50
3 4 8 16
Channeis

FIG. 2. Upper pannel: speaker identification (proportion correct) as a func-
tion of number of stimulation channels from Experiment 2 data (the same
sentence was used for natural and processed stimuli). The parameter is pro-
cessor type: sine-wave output (closed diamonds) or noise-band output
(squares). Error bars indicate = 1 standard error of the mean. Results from
Experiment 4 with sine-wave stimuli created with 160 Hz cutoff frequency
are also included (sw-160, open diamonds). The lower pannel shows re-
sponses to trials whose stimuli were from speakers of the same gender
which have been separated from responses to trials whose stimuli were from
speakers of different gender.

when the two stimuli to be compared pertained to speakers
of different gender. This difference was not found in the
sine-wave processor, probably as a result of a ceiling effect.
The data from both processor conditions clearly indicated
that speaker identification through CI simulations was pos-
sible beyond the recognition of gender.

Because sine-wave stimuli have a more regular fine
structure, speaker identification could be based on a better
modulation detection with the sine-wave carrier than with
the noise carrier. In contrast, random level variations in the
noise carrier serves to distort the speech envelope. It is prob-
able that less information about speaker identity is available
from the noise-band signal. In any case, the superiority of the
sinewave simulation will be discussed in more detail in the
final section.

On the other hand, it is conceivable that the perceptual
judgments in this test may be based on stimulus duration. We
reasoned that if the listeners chose between the two simula-
tion alternatives on the basis of a duration strategy, the task
would be easier when both simulations were more different
in duration, i.e., a positive correlation would emerge across
the trials between duration difference and performance.
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However, no Pearson correlation coefficient was found sig-
nificant neither of the processor X channel conditions, nor in
an average channel condition.

Results of this experiment allow for two alternative ex-
planations. One explanation is that listeners based their per-
formance on the acoustic characteristics of speech of each
particular speaker, making an actual speaker identification
task. However, given that the natural speech sample of each
trial was the model from which the simulation was derived, a
different explanation is that listeners based their perceptual
judgment on a superficial comparison of the tokens. In this
case, subjects would select the correct simulation attending
to superficial auditory attributes of specific utterances that
are irrelevant to the characteristics of particular speakers. To
exclude this possibility we carried out another experiment
with the same basic trial procedure using a different natural
utterance produced by each talker. This way, listeners who
chose the correct simulations would be those who were able
to attend to the characteristic acoustic properties of each
speaker, beyond the acoustic similarities of specific utter-
ances. This is based on the same logic used by Remez and
colleagues (Fellowes et al., 1997; Remez et al., 1997) study-
ing speaker identification from sine wave replicas of speech.

IV. EXPERIMENT 3: SPEAKER IDENTIFICATION—
DIFFERENT SENTENCES

A. Method
1. Subjects

A total of 72 subjects (49 females and 23 males) with
normal speech and hearing abilities participated in the ex-
periment. They were students at the University Jaume I of
Castellon (Spain), with ages ranging from 20 to 32 years.
Subjects took part voluntarily for course credit. Thirty-six of
them had been participants in Experiment 2, which had been
conducted from 3 to 5 months in advance.

2. Test materials

The natural stimuli used in this experiment differed from
the utterances that were used as the models for the CI simu-
lations. A new Spanish sentence (the question Vienes
mariana al estreno de la pelicula? [Will you come tomorrow
to the opening of the film?]) was recorded from the same 10
speakers (5 males + 5 females) as in Experiment 2. The
conditions of recording and creation of WAV files were the
same as in Experiments 1 and 2.

The processed stimuli (simulations) were the same as in
Experiment 2.

3. Procedure

The experiment comprised eight separate conditions (2
processors X 4 different numbers of channels). Conditions
were the same as in Experiment 2: sine-wave processor ver-
sus noise-band processor, and number of channels (n=3.4,
8,16). Each subject was randomly assigned to one of the
eight conditions (9 subjects per condition).

The experiment was performed in groups of 5 or fewer
subjects on Pentium PCs equipped with a Creative Labs
SoundBlaster 16 soundcard and the stimuli were individually
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FIG. 3. Upper pannel: speaker identification (proportion correct) as a func-
tion of number of stimulation channels from Experiment 3 data (different
sentences used for natural and processed stimuli). The parameter is proces-
sor type: sine-wave output (closed diamonds) or noise-band output
(squares). Error bars indicate = 1 standard error of the mean. Results from
Experiment 4 with sine-wave stimuli created with 160 Hz cutoff frequency
are also included (sw-160, open diamonds). The lower pannel shows re-
sponses to trials whose stimuli were from speakers of the same gender
which have been separated from responses to trials whose stimuli were from
speakers of different gender.

administered through headphones (AKG model HSC 200) at
a comfortable level (65-70 dB SPL). The procedure was the
same as that used in Remez et al. (1997). On every trial, a
natural sentence (; Vienes mafiana al estreno de la pelicula?)
was followed by two simulations (both based on ;Cuantos
afios tiene tu primo de Barcelona?). One of the pairs of
simulations was always derived from a natural utterance pro-
duced by the same speaker who had spoken the natural sig-
nal presented on that trial. The other simulation was derived
from a natural utterance produced by one of the other nine
speakers. The subject was asked to report on an answer sheet
which of the two simulations was produced by the same
speaker who spoke the natural utterance on each trial.

This experiment followed the same procedure as that in
Experiment 2.

B. Results and discussion

The subjects’ decisions were scored as the proportion of
correct responses. The results are shown in Fig. 3 (upper
panel: sine waves and noise bands). A two-way between-
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subject analysis of variance (ANOVA) revealed a main effect
for type of processor [F(1,64)=135.15,p<0.001], with
sine-wave processor producing higher scores (mean=0.92)
than noise-band processor (mean=0.76). There was also a
significant main effect of the number of channels [F(3,64)
=25.26,p<0.001], and a significant interaction between
type of processor and number of channels [F(3,64)
=3.84,p<0.05]. Separate ANOVAs for each processor re-
vealed that the channel variable was significant for the sine-
wave processor [F(3,32)=8.40,p<<0.001], and for the
noise-band processor [F(3,32)=17.17,p<0.001].
Newman—Keuls’ post hoc tests identified only two statisti-
cally different conditions for the sine-wave processor: 3-4-8,
and 16 channels. Post hoc tests identified three statistically
different conditions for the noise-band processor: 3-4, 8, and
16 channels.

Pooling the data from Experiments 2 and 3, a main ex-
periment effect was found [F(1,112)=32.9,p <0.001], with
better performance in Experiment 2 than in 3, as expected.
However, no significant interaction was found between type
of processor and experiment [F(1,112)=0.941,p=0.334]. In
Experiment 3 we used stimuli selected to prevent subjects
from performing a matching task by listening to acoustic
similarities between a natural utterance and its derived pro-
cessed stimulus. This was accomplished by using as the natu-
ral sample of the trials a different sentence from that used as
a model to derive the CI simulations. This way, the matching
task would be based on more abstract acoustic properties
specific to each particular speaker rather than on an exact
spectrotemporal match between specific tokens. Logically,
performance from Experiment 3 is expected to be more dif-
ficult than that from Experiment 2, where in each trial the
same token was used both as the natural sample and as the
model to derive one of the simulations. Experiment 3 data
show two findings:

(1) The sine-wave processor is clearly better than the noise-
band processor allowing for speaker identification,
showing a good performance (better than 90%) even
with the fewest number of channels (n=3). The effect of
number of channels in the sine-wave processor is only
evident when n increases from 8 to 16 channels.

(2) Speaker identification from the noise-band simulations is
more difficult but performance is better than chance
(50%) in all the channel conditions. Noise-band proces-
sor is more sensitive to the number of channels and
speaker identification increases from n=4 to n=16 (see
Fig. 3).

As in the previous experiment, we separated in Experi-
ment 3 responses to trials formed by stimuli from speakers of
the same gender, from the responses to trials of different
gender. The proportions of correct responses are presented in
the lower panel of Fig. 3. A Student t test found a significant
effect of the same-different gender variable for the sine-wave
processor [#(35)=7.17,p<0.001] and for the noise-band
processor [#(35)=8.43,p<<0.001]. As expected, performance
in both processors was better when the two stimuli to be
compared pertained to speakers of different gender. Never-
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theless, data from both processor conditions indicated that
speaker identification through CI simulations was possible
beyond gender recognition.

V. EXPERIMENT 4: REPLICATION WITH SINE WAVES
BASED ON 160 Hz LOW-PASS FILTERING

All the sine-wave stimuli of the present experiments
were created using envelope information extracted from each
band by low-pass filtering with a 400 Hz cutoff frequency.
The rationale behind this cutoff frequency was based on two
points. First, we wanted to be coherent with previous studies
by using sine-wave processors that conformed to the charac-
teristics of the Med El Corporation’s cochlear-implant signal
processor (Dorman et al., 1997, 1998; Loizou et al., 1999,
2000). Second, data obtained from intelligibility experiments
had shown no difference in performance for low-pass filters
set at 160 Hz and above (Shannon et al., 1995). In fact, some
experiments comparing speech intelligibility through sine-
wave versus noise-band processors used 400 and 160 Hz
cutoff frequencies, respectively (Dorman et al., 1997).

Nevertheless, the clear and unexpected superiority of the
sine-wave processor in the gender/speaker identification task
raises the question whether this performance difference may
be at least partially due to the use of a different envelope
cutoff frequency for each simulation. To equate for cutoff
frequency, we performed a control experiment replicating ex-
periments 1-3 under sine-wave conditions only, using stimuli
created with 160 Hz low-pass filtering.

A. Method
1. Subjects

A total of 92 subjects participated in this study. Sixteen
subjects replicated Experiment 1 (gender identification).
Thirty-six (9 X4 channel conditions) replicated Experiment
2 (speaker identification with same sentence). And forty
(10 X 4 channel conditions) replicated Experiment 3 (speaker
identification with different sentences). Subjects were stu-
dents at the University Jaume I of Castellon (Spain) and
participated voluntarily for course credit. None of them had
participated in any of the previous experiments.

2. Test materials

Only sine waves were used as processed stimuli. Sine-
wave stimuli were created in the same way as in Experiments
1-3, except for the cutoff frequency used for low-pass filter-
ing (160 instead of 400 Hz). The number of channels was
also the same as in Experiments 1-3. The same natural
stimuli from Experiments 2 and 3 were used here in the
replication.

3. Procedure

The procedure was the same as in Experiments 1-3.

B. Results and discussion

The subjects’ decisions were scored as the proportion of
correct responses.
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The pattern of results obtained with sine-wave stimuli
created with a 160 Hz cutoff frequency (hereafter, sw-160)
was the same as that obtained with sine-wave stimuli used in
Experiments 1-3, and created with 400 Hz cutoff frequency
(hereafter, sw-400), except for the most difficult condition,
i.e., speaker identification across different sentences and
through 3 channels.

Results are included in all figures adjacent to the find-
ings from the replicated experiments. Gender recognition by
means of sw-160 was the same as in the sw-400 condition
(see Fig. 1). An analysis of variance (ANOVA) using cutoff
frequency as a between-subject factor (sw-160 vs sw-400)
showed no main effect [F(1,29)=0.09,p=0.763]. On the
other hand, comparing performance from sw-160 and noise-
band stimuli, gender identification was significantly higher in
sw-160 (like sw-400). A between-subject ANOVA (sw-160
versus noise bands) revealed a main effect [F(1,29)
=47.0,p<0.001].

Speaker identification under Experiment 2 procedures
(stimuli based on the same utterance) is not significantly dif-
ferent for sw-160 in comparison with sw-400 (see Fig. 2,
upper panel). An ANOVA (sw-160 vs sw-400) revealed no
main effect [F(1,56)=0.01,p=0.994]. At the same time, the
sw-160 condition yielded higher performance than the noise-
band condition: an ANOVA (sw-160 versus noise bands)
showed a main effect [F(1,56)=118.84,p<0.001].

It is in the speaker identification under Experiment 3
conditions (stimuli based on different utterances) where a
significant difference emerges between results from sw-160
and sw-400 stimuli (see Fig. 3, upper panel). A two-way
between-subject ANOVA (with cutoff-frequency and channel
as factors) revealed a main effect for cutoff frequency
[F(1,68)=7.90,p<0.01], with sw-160 producing lower
scores (mean=0.89) than sw-400 stimuli (mean=0.92).
There was also a significant main effect of number of chan-
nels [F(3,68)=21.95,p<0.001], but the cutoff frequency
X number of channels interaction did not reach statistical
significance [F(3,68)=1.67,p=0.182]. Comparing cutoff
frequencies within each channel condition with a Student t
test for independent samples, a significant difference was
found between sw-16 and sw-400 only for 3 channels
[#(17)=2.50,p=0.023], but not for 4 channels [#(17)
=1.39,p=0.182], 8 channels [#(17)=0.39,p=0.702], or 16
channels [#(17)=1.32,p=0.204]. A separate ANOVA re-
vealed that the channel variable was significant for the sw-
160 processor [F(3,36)=15.03,p <0.001]. Newman—Keuls’
post hoc tests found that performance for sw-160 processor
was significantly better with 16 channels than with 3, 4, or 8
channels; and performance with 8 or 4 channels (which did
not differ significantly between them) was better than with 3
channels.

In sum, these results show that using the same smooth-
ing filter (160 Hz) for both processors, performance of the
sine-wave type remains clearly better that the one of the
noise type. Nevertheless, a question remains open. Is it pos-
sible that had we used the 400 Hz smoothing filter for noise
modulated stimuli the scores would have improved signifi-
cantly? Noise conditions were more variable than sine-wave
conditions. It may be that the 160 Hz filter may interact with
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noise to make nearly impossible discerning the periodicity of
the speech envelope. Whether performance might have been
better under 400 Hz filter and noise carriers is a topic for
further research.

VI. GENERAL DISCUSSION

The experiments in the present study assessed the ability
of normal-hearing listeners to recognize the gender and iden-
tity of a speaker through simulations of cochlear-implant sig-
nals. We tested two processors used in simulation studies
with a varying number of frequency channels. Previous stud-
ies focusing on speech intelligibility had shown that changes
in the nature of the output signal from noise bands to sine
waves only have a small effect in performance (Dorman et
al., 1997).

Nevertheless, when both processors were compared re-
garding the ability of listeners to recognize the gender and
the identity of a speaker, a large and significant difference
emerged in all the experiments. Our data showed a substan-
tial superiority of the sine-wave processor in both tasks
reaching a very high performance, even in condition with
only 3 channels. Research on voice perception has shown
that the fundamental frequency of phonation and the spectral
properties of natural voice provide strong cues to recognize
the gender and identity of a speaker (see review of Bricker
and Pruzansky, 1976; Lass et al., 1976, 1980; Klatt and
Klatt, 1990; Wu and Childers, 1991; Mullennix et al., 1995;
Kreiman, 1997). Listeners take advantage of information
provided by the sine-wave simulations that is not present in
the noise-band simulations. Acoustic analysis of processed
signals from both processors demonstrated that sine-wave
simulations have a periodic structure in substantial portions
of the signal that noise-band simulations do not have. An
algorithm applied in acoustic periodicity detection on the
basis of a noise-resistant autocorrelation method (Boersma,
1993) was capable of detecting consecutive pitch periods in
an important proportion of the processed sine-wave signal.
As expected, the same method failed to find pitch periods in
the noise-band simulations. We hypothesize that one advan-
tage of sine-wave versus noise carriers is in the time-
amplitude envelope. Noise carriers have a rapidly fluctuating
envelope whereas the sine wave has a fixed amplitude enve-
lope. When the speech envelope is extracted and imposed on
one of these carriers, random level variations in the noise
carrier serves to distort the speech envelope. Noise-band
simulations only provide information on the spectral distri-
bution of energy. With this type of stimuli, listeners should
base their perceptual judgments mainly on the rough spectral
information carried by noise bands. In this case, the fre-
quency resolution of the signal would increase as the proces-
sor implements more channels and this would explain why
performance improved substantially with the number of
channels.

A plausible interpretation for the observed results is in
the modulation domain. Using a noise carrier, normal hear-
ing subjects can detect typically 5%—10% amplitude modu-
lation (Viemeister, 1979), whereas they can detect 1%-5%
modulation when a sinusoidal carrier is used (Kohlrausch et
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al. 2000). This latter observation is more in line with the
cochlear-implant user’s ability to detect amplitude modula-
tion (Shannon, 1992). The sine-wave carrier is a single fre-
quency component, and when the speech envelope is im-
posed on this kind of carrier, side bands are generated
reflecting the spectral content of the envelope. In the case of
the noise carrier, these side bands are masked because they
coincide with spectral components of the noise. The better
result with the sine-wave simulations is likely due to (a)
better modulation detection with the sine wave than with the
noise carrier, and (b) the likely resolved side bands of am-
plitude modulation, particularly in the low-frequency bands.
The modulation introduces spectral side bands, which may
be detected as separate components if they are sufficiently
far in frequency from the carrier frequency (Kohlrausch er al.
2000). In this sense, the better performance with sine-wave
carriers would be due to a better representation of modula-
tion as well as to the perception of the resolved side bands.
From this point of view, the sine-wave stimuli could simulate
the implant performance better than noise-band stimuli, sup-
porting Zeng’s assertion made by making quantitative com-
parisons between performance of normal and implant listen-
ers (Zeng, 2004). On the other hand, one possibility is that
some Fo information from the original signal remains in the
sine-wave stimulus. The 160 Hz cutoff frequency with a
second-order low-pass filter may still be too high to prevent
leakage of Fo information into the envelope domain.

Roughly speaking, performance in gender and speaker
identification increases as the number of channels increases,
but this effect is more obvious in the noise band processor.
Sine-wave stimuli attain a very high performance even at the
fewest number of channels, giving rise to a ceiling effect that
prevents a clear channel effect. Only in the most difficult
task used for speaker recognition, i.e., across different utter-
ances, the channel effect is significant for the sine-wave pro-
CESSOr.

On the other hand, comparing results from Experiments
2 and 3 it is clear that speaker identification is easier across
the same utterance than through different utterances. Lin-
guistic and probably other idiosyncratic acoustic cues have
contributed to the difference between both experiments. This
is congruent with recent research by McDonald et al. (2003),
where differences in talker discrimination by CI and normal-
hearing listeners was studied under two linguistic conditions.
In the first one, listeners heard pairs of stimuli (words or
sentences) whose linguistic content was identical (e.g., cat—
cat). In the second condition, the linguistic content of each
pair was different (e.g., cat-dog). Discrimination accuracy
was better in stimulus pairs where the linguistic content was
held constant. In the same study it was found that talker
discrimination was easier for male—female talker pairs than
for within-gender stimulus pairs. Partial analysis of our data
from Experiments 2 and 3 by separating trials between same-
gender versus different-gender subsets yielded the same pat-
tern of results. At the same time, our data clearly showed that
speaker identification occurred beyond the recognition of
gender, i.e., in the same-gender subset.

Replication of Experiments 1-3 using a 160 Hz cutoff
frequency showed the same results as with the 400 Hz cutoff
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frequency, except for the most difficult condition, in which
there is less spectral information (3 channels) for speaker
recognition. Results presented by Chinchilla and Fu (2003b)
fit well with our data. These authors studied voice gender
discrimination by CI and normal-hearing (NH) listeners us-
ing sine-wave and noise-band vocoders simulations, where
number of channels (4 to 32) and the cutoff frequencies of
the channel’s envelope filters (from 20 to 320 Hz) were ma-
nipulated. Results for NH subjects with sine-wave stimuli
showed that when only 4 spectral channels were available,
gender discrimination improved as the envelope filter cutoff
frequency was increased from 20 to 320 Hz. In other words,
both spectral and temporal information contribute to gender
and speaker identification, but the temporal information is
especially important when there are few spectral cues for the
identification task.

A last issue to be considered is which of the two proces-
sors is a better approximation to the actual performance of
cochlear-implant users. When the focus of research is on
speech intelligibility, the small differences found between
both processors do not allow a clear conclusion on the mat-
ter. Empirical data about speech intelligibility seem to indi-
cate that both processors work reasonably well as simula-
tions of the CI signal (Dorman et al., 1998; Fu et al., 1998;
Loizou et al., 2000; Friesen et al., 2001; Loizou and Poroy,
2001). However, results on gender and speaker recognition
are very different depending on the nature of the output sig-
nal. To date, there are not enough data to support a conclu-
sive statement. Chinchilla and Fu (2003b) found that gender
discrimination scores were highly variable among CI listen-
ers. However, the best-performing CI users scored similarly
to normal-hearing (NH) subjects listening to the 4-channel
sine-wave simulations. Based on this similarity, the authors
suggested that sine-wave vocoder simulations may better ap-
proximate CI user’s listening conditions than noise-band pro-
cessors. Zeng (2004) considers that sine-wave stimuli can
simulate CI performance better than noise-band stimuli be-
cause the CI listener’s ability to detect amplitude modulation
is more similar to the NH listener’s ability when using a
sinusoidal carrier than when a noise carrier is used. In any
case, we think it is too soon for drawing firm conclusions. In
speaker recognition there is a lack of data comparing CI’s
and NH’s performance through sine-wave and noise-band
processors. However, Chinchilla and Fu’s data on voice gen-
der discrimination show a good fit between the best-
performing CI users and NH subjects listening sinewave
stimuli processed through the fewest number of channels. In
this respect, further studies on performance of non-best-
performing CI users would be valuable, since they would
perhaps show a good fit to the noise-band processor, which
yields lower performance. Further research is needed to com-
pare gender/speaker recognition performance between CI us-
ers and NH subjects listening to sine-wave and noise-band
simulations.
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