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dynamically. We show that every network running a greedy scheduling policy is universally
stable at any injection rate r < 1/(Cd), where d is the largest number of links crossed by
any packet and C is the maximum link capacity. We also show that system-wide time priority
scheduling policies are universally stable at any injection rate r < 1/(C(d — 1)).
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1. Introduction

In order to characterize the performance of a network,
one crucial issue is that of stability, which has become
a major topic of study in the last decade. Roughly speak-
ing, a communication network system is said to be stable if
the number of packets waiting to be delivered (backlog) is
finitely bounded at any one time. The importance of such
an issue is obvious, since if one cannot guarantee stability,
then one cannot hope to be able to ensure deterministic
guarantees for most of the network performance metrics.

In the last few years, much of the analysis of worst-
case behavior of connectionless networks and scheduling
policies has been performed using adversarial models [1,2].
These models consider the time evolution of a packet-
routing network as a game between a malicious adversary
that has the power to perform a number of actions (such
as injecting packets at particular nodes, choosing their des-
tination, routing them, etc.) and the underlying system.
Such an adversary, based on the knowledge of behavior
of the system, can devise the scenario that maximizes
the “stress” on the system. Consequently, it provides us
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with a valuable tool with which to analyze the network
in a worst-case scenario.

Being consistent with the standard use of the term, we
say that a network is stable under a given scheduling pol-
icy if for any bounded adversary the backlog at any node
(i.e., the number of packets “in transit”) is bounded (by
a value that does not depend on the time). Perhaps the
most natural question regarding stability of given protocol
is to unveil whether or not it is a stable policy with ev-
ery network. The answer to this question may depend on
the rate at which packets are injected into the network,
the capacity of the links, which is the rate at which a link
forwards outgoing packets, and the scheduling policy that
is used to resolve the conflict when more than one packet
wants to cross a given link in a single time step.

In [1,2] it was shown that while some scheduling dis-
ciplines like Farthest-to-Go, Longest-in-System, Nearest-to-
Source and Shortest-in-System are universally stable (we
say that a scheduling policy is universally stable if all net-
works are stable under it), other scheduling policies like
FIFO, LIFO, Nearest-to-Go and Farthest-from-Source are not.
Therefore, the issue of providing stability conditions for
scheduling policies that are not universally stable has re-
ceived a lot of attention.

A way to approach stability consists in providing
thresholds on the rate at which packets are injected into
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the network based on some network parameters. By taking
into account information on the largest number of links
that can be crossed by any packet in the network (de-
noted d), Lotker et al. [3] proved that any work-conserving
scheduling policy (also known as greedy: those that always
schedule packets if there is anything in the queue) can be
stable in any network if the injection rate of the adversary
is upper bounded by 1/(d + 1). They also proved that for
system-wide time priority scheduling policies (i.e., policies
under which, a packet arriving at a queue at time t has
priority over any other packet that is injected after time t),
the stability threshold becomes 1/d (for instance, FIFO
is a system-wide time priority scheduling policy). Such
bounds were respectively reduced to 1/d and 1/(d — 1)
by Echagiie et al. [4], who also showed that the bound ob-
tained for system-wide time priority scheduling policies
is tight. However, these results assumed that all network
links are identical. By considering that link capacities may
vary over time, Koukopoulos et al. [5] proved that any
greedy scheduling policy can be stable in any network if
the injection rate of the adversary is upper bounded by
1/(C{d + 1)), where C is the maximum link capacity. In
the case of system-wide time priority scheduling policies,
this bound was set up to 1/(Cd).

In this paper, we show that work-conserving scheduling
policies are stable when the injection rate is lower than
1/(dC). Furthermore, we also show that any system-wide
time priority scheduling policy is stable when the injection
rate is lower than 1/(C(d —1)). In this latter case, we show
that the injection rate is optimal, in the sense that it is
possible to find a network topology and an adversary such
that the resulting system becomes unstable for an injection
rate of 1/(C(d — 1)).

The rest of the paper is organized as follows. In Sec-
tion 2 we introduce our adversarial model. In Sections 3
and 4 we provide, respectively, the stability conditions
for work-conserving and system-wide time priority packet
scheduling policies. Finally, in Section 5 we present our
conclusions.

2. The model

We use a generalized version of the adversary model
proposed by Andrews et al. [1] (which is commonly used
in the literature), which has been adjusted to reflect the
fact that link capacities may vary arbitrarily.

Under this model, time is seen as discrete and the time
evolution of a packet-switching network is seen as a game
between a bounded adversary and a queue policy. At each
time step the adversary injects a set of packets into some
of the nodes in the network. The adversary is free to
choose both the source and the destination node for any
injected packet. Furthermore, it also specifies the sequence
of links (the route) that each individual packet must tra-
verse. Its only restriction (hence the term “bounded”) is
that it cannot fully load any link. Packets are transmitted
between adjacent nodes so that, at every step, the schedul-
ing policy decides which packets have to cross each link.
A packet will be absorbed after traversing its route. The
network is modeled as a set of nodes interconnected by di-
rected point-to-point links. Each node contains a queue for

each outgoing link and uses it to store there the packets to
be sent along the corresponding link. Edges can have dif-
ferent integer capacities in the interval [1,C] with C > 1,
which may or may not vary over time. We denote as Ce(t)
the capacity (service rate) of edge e at time step t.

The adversary is defined by a pair of parameters (b, r),
where b > 1 is a natural number and r is 0 <r < 1. The
parameter b (usually called burstiness) models the short
bursts of packets we can inject into the network. The pa-
rameter r (called the load rate) models the long-term rate
at which packets can be injected into the network. Let us
denote by A.(x) the total number of packets that the ad-
versary injects during any time interval of length x that
traverses the edge e. The adversary must satisfy, for every
edge e and every sequence Ty of x consecutive time steps,

Ae(®) <b+1Y " Celd).

teTy

We emphasize that this is a connectionless model;
however, all our stability results are also applicable to
connection-oriented networks [6], since they are more re-
strictive.

3. Stability conditions for work-conserving scheduling
policies

In this section we obtain an expression of the longest
time a packet can wait in the queue of any link with any
work-conserving scheduling policy. This expression is then
used to derive an upper bound on the injection rate r to
guarantee stability.

The following theorem provides a bound on the in-
jection rate that guarantees network stability under any
work-conserving scheduling policy.

Theorem 3.1. Any network in which all queues use a work-
conserving packet scheduling policy and packets are injected
by a (b,r) adversary is stable if r < 1/(Cd), where d is the
largest number of links that can be crossed by any packet in
the network and C denotes the maximum link capacity. Further-
more, the worst-case end-to-end delay D is bounded above by
D <d(b+2)/(1—Crd).

Proof. The proof has two parts. First, we prove that if
r< & then the maximum time interval any packet takes
to cross any link is bounded, which implies stability. Sec-
ond, we prove that, if the first part is true, then D is also
bounded above by d(b + 1)/(1 — Crd).

In what follows, we denote as dp the number of links
that a packet p has to cross (note that d = maxp{d,}). We
denote by Cip (t) the service rate at time step t of the ith
queue for packet p. We also denote by af and fip the time
instants that packet p respectively arrives at and departs
from its ith queue, where 1 <i <dp.

Remark 1. Note that we do not assume, a priori, whether
the scenario formed by the network topology, the schedul-
ing policy, and the adversary, is stable or not. Thus, if it
is unstable, the time packet p takes to cross its ith queue
could be infinite (ie., ff = o0).
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If packet p crosses its ith link in time step f7?, it will
arrive at its (i 4 1)st queue at time step af ; = f. Finally,
we denote by Qp the time packet p takes to cross its ith
link, ie, Q7 = fp . Let Q =maxp 1<i<d, Q-

Remark 2. Note that if fip = oo (for some packet p) then
Q = oco. However, we base our proof of finding, under
which conditions, Q < oo (which will imply that, conse-
quently, fP < oo).

Part (1): We base our proof on finding the conditions
that make Q < oo. Let p be a packet that attains the maxi-
mum Q (i.e., Q,.p = Q) at its ith queue. Let tg be the oldest
time step in which the full capacity of the edge associated
with the ith queue has been used since time alp +1 (ie.,
there are no packet in the queue any more from earlier
time steps). Hence, we have that the interval (¢, fip] is a
busy period for the ith queue (i.e., during that interval the
ith queue is non-empty).

Define ¢>ip as the set formed by all packets served by
the ith queue during the interval (tp, fp] and let p* be the
oldest packet in ¢p (ie., Vp’ ed)p (a1 /a1 )) Hence, by
definition of p*, all packets in ¢lp must have been injected
during the interval [a?, fF1 (remember that packets are

injected instantaneously at their ingress nodes).
Based on the above mentioned scenario and on the

p_
definition of the adversarial model, Z{LGPL Cip(t) will be
bounded by the maximum number of lpackets injected

(by the adversary) during the interval [af*, fF — 11 minus

the packets served (by the ith queue) during the interval
(tp.al).
fP-1 P af

Z P < rZ Pty +b— Zc"(t)

t=af+1 t=d” t=tg

tp—1
=r Cp(t)—f—rZCp(t)

[(1 t=tp

ff-
+r oy c”(t)+b—2cp(t)
_al+1 t=tp

*
since af

tp—1 f,‘pf]
<r Z Py +r Z P +b

p
ta t=a; +1

<tp

since r < 1.

Taking into account that (fp e (a +1) < Zfi o Cp(t)
we have that l

(ff =1) = (a} +1)

r(ts —a?)C +r(fP —aP)C +b

=r(ts —a +a’?* —a‘l’*)C—l—r(fP —a’)C+b

j
(tB—a )+r( —a1 )C+r(f —a’)C+b

N

<r(a".’*—al )C+r(ff —aP)C+b

since a? >tg.

Since fl.p
have that

—a’=Qf =Q and a?* —a) <(j-1Q, we

Q—-2<rQd—-1)C+rQC+b,
Q <rQCd+b+2.

Then, if r < 1/(dC) we obtain that Q < oo.

Combining the two cases, we have that if r < 1/(dC)
then Q < oo.

Part (2): The proof uses the time-stopping method.
Consider a packet p that traverses a path with d, hops,
where dp < d. For any time t > 0, consider the virtual
system made of the original network, where all sources
are stopped at time t. This network satisfies the assump-
tion of part (1), since there are only a finite number of
packets at the input. Call D’(t) the worst-case end-to-
end delay of packet p for the virtual network indexed
by t. From the above derivation we see that D’(t) <
dpQ <d(b+2)/(1 —rdC) for all t. Letting t tend to 400
shows that the worst-case delay remains bounded above
by d(b+2)/(1 —rdC). O

4. Stability conditions for system-wide time priority
scheduling policies

The next theorem provides a bound on the injection
rate that guarantees network stability under any system-
wide time priority scheduling policy.

Theorem 4.1. Any network in which all queues use a system-
wide time priority packet scheduling policy and packets are in-
jected by a (b, r) adversary is stable ifr < 1/(C(d — 1)), where
d is the largest number of links that can be crossed by any packet
in the network and C denotes the maximum link capacity. Fur-
thermore, the worst-case end-to-end delay D is bounded above
by D <d(b+2)/(1—-rCd—1)).

Proof. The proof here is similar to the proof of Theo-
rem 3.1.

Part (1): The main difference is that now, Zt 41 Cp(t)

will be bounded by the maximum number of packets in-
jected during [a} ,a? — 1] (instead of [a} , f/ — 1], since
the policy is system-wide time priority) minus the packets

served during the busy period interval (tg, a{’ ).

fip_1 ‘_1 P
Y cfo< rZCP(t)—f—b Zcp(r)
t=af+1 t=a?" t=tg
tp—1
=r Z Py +r Z Py +b— ZCP(t)
t=tp t=tp
since af* <tp
tp—1

<r Z P +b sincer<1.

t=a"
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< fip p
<yl o,

Taking into account that (ff —1)—(a’ +1) 41

we have that
(7 1) -
<r(tp—df )C+b

(af +1)

rtB—af +a —a1 )C+b

(
(

r(ts—af ) +
(

<r af )C +b since af >tp.

(ap —a} )C+b

Since f —a’ =qQf
have that

=Q and aﬁ.’* —af* <(G-10Q, we

Q—-2<rQ—-1)C+b,
Q<rQCd-1+b+2.

On performing some algebra we found that if r <
1/(C(d — 1)), we obtain that Q < oo.

Part (2): The same reasoning as in part (2) of Theo-
rem 3.1 is used here. Consider a packet p that traverses
a path with dp hops, where dp <d. For any time t > 0,
consider the virtual system made of the original network,
where all sources are stopped at time t. This network sat-
isfies the assumption of part (1), since there are only a
finite number of packets at the input. Call D’(t) the worst-
case end-to-end delay of packet p for the virtual network
indexed by t. From the above derivation we see that

b+2
1—rd—-1C

Letting t tend to +o0o shows that the worst-case delay re-
mains bounded above by d(b +2)/(1—-r(d—1)C). O

D'(t) <dpQ <d for all t.

At this point, we note that the above mentioned injec-
tion rate is optimal in the sense that it is possible to find a
network topology and an adversary such that the resulting
system becomes unstable for r =1/(C(d — 1)), with C > 1.
Indeed, as it has been pointed out in [7], there exists a
network topology with arbitrary fixed link capacities ¢ > 1

and an adversary such that the resulting system becomes
unstable for r = 1/(c(d — 1)). Therefore, we only have to
consider the same network with ¢ = C and the same ad-
versary to create instability for r=1/(C(d — 1)).

5. Conclusions

In this work, we have given a bound of r < 1/(Cd)
on the injection rate below which all work-conserving
scheduling policies are stable in any network. We have
also obtained a slightly better bound of r < 1/(C(d — 1))
for system-wide time priority scheduling policies. As it has
been shown here, at least in the case of system-wide time
priority packet schedulers, we need to consider some addi-
tional parameters to improve the above mentioned bound
(if this is possible). Therefore, an interesting issue is to ap-
proach stability by considering some network parameters
other than d and C.
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